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Document summary 

This deliverable document the review of the AI Trust literature and presents a detailed and 

comparative analysis of the AI Trust labels as part of Task 3.3 AI Trust Label in WP3.  

The aim of this deliverable is to communicate the adopted methods and detailed analysis related to 

T3.3 to a wider audience beyond just internal stakeholders. 
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1 Introduction 

This deliverable document the review of the AI Trust literature and presents a detailed and 

comparative analysis of existing Trust labels as part of Task 3.3 AI Trust Label in WP3.  

The aim of T3.3 is to promote the use of AI trust label for trustworthy AI systems. The focus here is 

on trustfulness and will be based on identifying, analysing and comparing labelling initiatives for the 

development and use of trustworthy AI systems.  

In addition to AI trust label, T3.3 aims to review indicators of trust through analysis of the assessed 

labelling initiatives.  

This task aims to improve public trust in AI products and services, support the awareness of and 

operationalization of the AI Act, and improve trust and acceptance of AI.  

1.1 Overview 

Artificial Intelligence (AI) has become increasingly central to innovations in many sectors in the last 

decade. It has also developed and achieved performance at unprecedented levels. Different 

communities raised concerns regarding AI creating and using decisions that are not justifiable, 

legitimate, or simply do not explain their behaviour clearly. Such issues are part of the extensive 

discussions about AI ethics across various communities developing or using AI, standardisation      

bodies and regulatory institutions, and civil society. In addition, citizens and other stakeholders also 

worry that AI can have unintended effects or even be used for malicious purposes. Companies are 

similarly concerned about legal uncertainties [3]. These concerns are potential barriers to the broader 

uptake of AI [1] and create the demand for transparency from the various stakeholders in AI, 

specifically those whose lives are affected by AI decisions. 

To address these challenges, the European Commission (EC) unveiled the draft EU AI Act that sets 

out a regulatory framework for the trustworthy use of AI - Trustworthiness is considered as the 

confidence of whether an AI system will act as intended when facing a given situation. The Act 

primarily aims to regulate ’high-risk’ AI systems through minimum mandatory requirements. The Act 

seeks to: 

o Facilitate the ‘development and uptake of AI’ with an ‘appropriate ethical and legal 
framework’ and  

o Promote an ‘ecosystem of trust’ in Europe. 
 

On April 27, 2023, the members of the European Parliament reached a provisional political 

agreement on the text of the AI Act (with more than 3,000 proposed amendments) 

to tackle generative AI head-on, subject to technical-level adjustments and a further committee vote 

in May. Although the text might still be subject to minor additions or technical amendments, the Act 

will ultimately regulate the use of AI across the EU to establish legal clarity on which uses of AI are 

prohibited, which uses are permitted subject to mandatory safeguards, and which uses are permitted 

with few or no restrictions. The AI Act will be finalised by the end of 2023.   

At the same time, regulation should not hinder but support product and service innovation and the 

business environment. Both of these objectives are best achieved by increasing legal certainty and 

clarity throughout the regulation proposal to support the private sector and public administrations 

(primarily through the recently developed European Digital Innovation Hub AI-PACT to design, test 

and implement AI-based solutions and curtail the booming AI risks) to comply with the new 

obligations.  

To support these objectives, fourteen EU Member States, including the Netherlands, Ireland, and 

France, have strongly advocated for the enhancement of self-certification that would support an 

https://techcrunch.com/2023/04/21/eu-ai-act-generative-ai/
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innovation-friendly market for AI by “incentivising AI developers to proactively and systematically 

promote trustworthy AI” for the benefit of European citizens and economy. Self-certification tools 

could make visible which applications are based on secure, responsible, and ethical AI and data 

and, therefore, which applications to trust, thus empowering those affected to make an ethical 

choice.   

1.2 Methodology for this Deliverable 

This deliverable followed a mixed method approach with a set of activities and methods that are 

structured in the following two phases and presented in Figure 1:  

1) Review of AI Trust Labels 
2) Review of AI Trust Indicators 

 

Figure 1 Methodological phases and activities for this deliverable 

Phase 1 – Review of the AI Trust Label  

o Review of the literature and existing reports  
▪ Review of the relevant frameworks and trust literature  
▪ Review of a collection of initiatives (Label, Certification, Quality, Trust, and 

Kite marks, Rating Framework, Code of Conduct, Code of Ethics, Seal and 
Audit)  

▪ Review of other major AI regulations 
 

o Shortlisting the reviewed initiatives based on the following criteria  
▪ Initiatives of types ‘label’ and ‘certification’ 
▪ Initiatives that are cross-sectoral and horizontal 
▪ Initiatives that are developed and in use 

 
o Analysis  

▪ Analysis of AI Act requirements and development of a simple structure 
(tested the structure with AI Trust Label and the World Economic Forum AI 
Label)  

▪ Development of an AIA-informed Analytical Framework for analysis of the 
shortlisted initiatives for their coverage  

 

Phase 1 – Review of AI Trust Labels 
Review and analysis of AI trust labels 

Review of the literature 
Review and identification of the AI trust tools 
Review of the literature for the global AI 
regulations 
 

Shortlisting 
Selection criteria 
 

Analysis of the shortlisted initiatives  
Analysis of AI Act 
AIA informed analytical framework 
Analysis of the major regulations 
Analysis of the shortlisted Trust Labels in the 
context of the AI-Act (coverage) and the major 
regulations 

 
 
 
 

Phase 2 – Review of AI Trust Indicators 
Review and analysis of Indicators of Trust and 
criteria  

Review of the literature 
Review of the trust labels for indicators of trust and 
criteria 
Review of the trust literature and identifying 
relevant trust concerns to guide the analysis 

 
Analysis 

Analysis of the indicators and grouping of similar 
indicators of trust and criteria 
Aligning the criteria/ requirements with the trust 
indicators 
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▪ Inductive and directed approach to content analysis (initial taxonomy and 
coding categories are based on the analytical frame)  

▪ Deductive approach and conventional content analysis technique of open 
coding to form new taxonomy and categories (little flexibility in the 
restructuring of initial taxonomy due to the tight alignment with AI Act 
requirements) 

▪ Content analysis of major regulations and coverage analysis of the labels  
 

Phase 2 - Review of Trust Indicators  

o Review of the literature and related documents  
▪ Review of the shortlisted initiatives and extraction of a list of trust indicators 

and criteria from the initiatives  
▪ Review of the Trust literature and identification of relevant trust concerns and 

indicators to guide the analysis  
 

o Analysis of Trust Indicators  
▪ Content analysis of the initiatives guided by the categories of the trust 

indicators identified from the initiatives (definition of the indicators, grouping 
of the similar indicators) 
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2 Review of the related literature 

2.1 AI Trust literature 

Both researchers and policy thinkers are wrestling with the previously referenced questions. As a 

result of this ongoing discussion, several high-minded guiding principles about AI design, 

development, and usage have been defined and publicly evaluated: 

AI Act: The draft regulation aims to ensure that AI systems placed on the European market and used 

in the EU are safe and respect fundamental rights and EU values. 

GDPR: The GDPR is an important component of EU privacy law and human rights law, in particular 

Article 8 of the Charter of Fundamental Rights of the European Union. The principles of GDPR 

are Lawfulness, Fairness, and Transparency; Purpose Limitation; Data Minimisation; Accuracy; 

Storage Limitations; Integrity and Confidentiality; and Accountability. 

EU HLEG on AI's Ethics Guidelines for Trustworthy AI: On 8 April 2019, the High-Level Expert Group 

on AI presented Ethics Guidelines for Trustworthy Artificial Intelligence. According to the Guidelines, 

trustworthy AI should be: lawful - respecting all applicable laws and regulations, ethical - respecting 

ethical principles and values, and robust - both from a technical perspective while taking into account 

its social environment 

GPAI's guidelines: General Purpose AI guideline is 100 pages of guidance for developers of cutting-

edge general-purpose AI systems (GPAIS) and foundation models. This guideline suggests US and 

EU policymakers to implement the following strategies: Ensure that developers of GPAIS, foundation 

models, and generative AI adhere to appropriate AI risk management standards and guidance; 

Ensure that GPAIS, foundation models, and generative AI undergo sufficient pre-release evaluations 

to identify and mitigate risks of severe harm, including for open source or downloadable releases of 

models that cannot be made unavailable after release; Ensure that AI regulations and enforcement 

agencies provide sufficient oversight and penalties for non-compliance  

IBM’s principles of trust and transparency: AI should augment human intelligence rather than replace 

it, trust is key to adoption, and data policies should be transparent. 

The Asilomar’s AI principles: Drafted at the 2017 Asilomar Conference, these 23 principles cover 

research, ethics, and values in AI, in addition to long term issues. The principles have been signed 

by 1,273 researchers and 2,541 other interested parties, including Elon Musk and the late Stephen 

Hawking. 

Partnership on AI (PAI): Eight tenets for an open and collaborative environment to discuss AI best 

practices, the social responsibility of companies delivering AI, AI explainability, and trust. Every 

partner that wants to join the PAI needs to sign onto these tenets. 

The AI4PEOPLE principles and recommendations: Concrete recommendations for European 

policymakers to facilitate the advance of AI in Europe. 

The World Economic Forum’s principles for ethical AI: Five principles that cover the purpose of AI, 

its fairness and intelligibility, data protection, the right for all to exploit AI for their wellbeing, as well 

as the opposition to autonomous weapons. 

The Institute of Electrical and Electronics Engineers general principles: a set of principles that place 

AI within a human rights framework with references to wellbeing, accountability, corporate 

responsibility, value by design, and ethical AI. 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://gdpr-info.eu/
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://cltc.berkeley.edu/publication/ai-risk-management-standards-profile/
https://www.ibm.com/policy/trust-transparency-new/#:~:text=Data%20and%20Insight%20Ownership&text=IBM%20client%20agreements%20are%20transparent,security%20practices%20to%20safeguard%20data.
https://www.techtarget.com/whatis/definition/Asilomar-AI-Principles
https://partnershiponai.org/about/
https://pubmed.ncbi.nlm.nih.gov/30930541/#:~:text=We%20introduce%20the%20core%20opportunities,may%20be%20undertaken%20directly%20by
https://www.weforum.org/agenda/2021/06/ethical-principles-for-ai/
chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/standards.ieee.org/wp-content/uploads/import/documents/other/ead1e_general_principles.pdf
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Such principles are an important first step, but these conversations should be followed by concrete 

action to implement viable solutions. Literature highlights a few major and overarching elements that 

can gain trust of the consumers. 

Explainability and transparency 

Companies and users want AI systems that are transparent, explainable, ethical, and properly 

trained with appropriate data. Yet too often, commercially available AI systems are an opaque black 

box, offering users scarce visibility about the underlying data, processes, and logic that lead to the 

system’s decisions. The most successful machine-learning approaches, such as those based on 

deep learning, are non-transparent and do not provide easy access into their decision-making. This 

makes explainability an outstanding challenge, although some attempts to demystify the technology 

are underway, including OpenScale from IBM. 

Bias Awareness and Mitigation  

Bias detection and mitigation are also fundamental in achieving trust in AI. Bias can be introduced 

through training data, when it is not balanced and inclusive enough, but it can also be injected in the 

AI model in many other ways. Moreover, among the many notions of fairness, it is important to 

choose the most appropriate given the specific application context. It is also important to help 

developers become aware of what is available and can be used in current AI systems because of 

the abundance of bias metrics, notions of fairness, and bias mitigation and detection algorithms. The 

global community of data scientists and developers can and should continue to improve upon these 

capabilities in a collaborative way. To that end, IBM has made available to the open-source 

community a toolkit called “AI Fairness 360” to help developers and data scientists check for and 

mitigate bias in AI models using bias-handling solutions, and supporting them with guidelines, 

datasets, tutorials, metrics, and algorithms. 

Trusting AI Producers  

Trust in the technology should be complemented by trust in those producing the technology. Yet 

such trust can only be gained if companies are transparent about their data usage policies and the 

design choices made while designing and developing new products. If data are needed to help AI 

make better decisions, it is important that the human providing the data is aware of how his/her data 

are handled, where they are stored, and how they are used. Regulations such as the General Data 

Protection Regulation (GDPR) in Europe provide some fundamental rights over personal data.      

Besides performance and accuracy, bias definition and detection and mitigation methods should 

also be communicated clearly, and explainability capabilities described and made accessible to all 

users.  

The good news is that the industry is beginning to offer such solutions. For instance, research 

scientists and engineers at IBM have released a set of trust and transparency capabilities for AI, 

designed around three core principles: explainability, fairness, and traceability. These software tools 

provide explainability and bias detection on AI models in real time, detecting potentially unfair 

outcomes and automatically recommending data to add to the model to help mitigate bias.  

Imagine an insurance company searching for unintended bias in their AI-powered claim fraud 

detection process. Using these tools, the company could flag discrepancies between normal and 

actual approval rates, identify any bias affecting the decision, and highlight factors that may influence 

why a claim was denied. The toolkit also shows a measure of the confidence that the system has in 

a recommendation and the factors behind that confidence level. The system would also automatically 

recommend adding certain kinds of data to help reduce instances of bias moving forward.  

Additionally, businesses operating in heavily regulated industries often require extensive information 

about the decision processes of their AI systems. The ability to track the accuracy, performance, and 
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fairness of their applications, and of recording this information, can provide that level of detail for 

compliance, accountability, or customer-service purposes. To this end, IBM has proposed the idea 

of an “AI factsheet”, where developers should record all design decisions and performance 

properties of the developed AI system, from the bias handling algorithms, to the training datasets, to 

the explainability tools, etc.      Also, to help developers and designers think about these issues, IBM 

has released a booklet, called “Everyday Ethics for Artificial Intelligence”, to raise the awareness of 

developers and designers on these topics and help them to think and find solutions to trust-related 

capabilities in their everyday job.  

2.2 Trust Building Factors 

To ensure high quality of systems and build trust it is advised to enable their auditing, that is enabling 

testing and monitoring them. Different frameworks and certifications are suggested for making the 

audition process easier: standardised mechanisms and metrics for the AI products trustworthiness, 

FactSheets, governance frameworks, full-stack supply chain [6] or Social Impact Statement for 

Algorithms (Drobotowicz, 2020).      Drobotowicz      (2020) highlights a need to have clear information 

about who is accountable for the service. Before such a piece of information is published, however, 

responsible organisations need to select accountable people for system operations. Moreover, it is 

important to provide an accessible avenue of redress. Floridi et al. (2018) suggests an AI watchdog 

to ensure the auditing of allegedly unfair or inequitable uses of AI; A guided process for registering 

a complaint akin to making a Freedom of Information request; and the development of liability 

insurance mechanisms, which would be required as an obligatory accompaniment of specific classes 

of AI offerings in EU and other markets. 

Another way to mitigate the risks of automated AI systems is to monitor it and keep control over it. 

In detail     , that could mean having humans decide on which decisions should be taken automatically 

or by humans (Floridi et al., 2018) (IEEE, 2017), especially leaving decisions that can affect people’s 

lives to experts. Such a solution is being called human-in-command (European Commission, 2020). 

Another option would be to have the human-in-the-loop approach (Drobotowicz, 2020), which 

contains monitoring a system’s operations and intervening when needed. Not giving too much 

autonomy to AI can decrease risk perception and lead to improving users’ attitude to it (Rzepka & 

Berger, 2018).  

Looking at AI systems purely from the user perspective, it is advised that they can be in control over 

the system and data. They should always be able to invoke needed AI services, but also revert, 

change or disable them (Amershi et al., 2019), or ask for human interaction instead of automated 

one (European Commission, 2020). Moreover, users should also be provided privacy (IBEC, 2022). 

From the user perspective, they should have control of their own data and be always able to access 

it (IEEE, 2017) (Amershi et al., 2019). That relates to consent, that is asking users beforehand to 

allow the use of their data (Floridi et al., 2018). The other privacy measures are from an 

organisation’s perspective: it should restrict the amount and age of data held (IEEE, 2017), do not 

sense data from personal spaces or any intimate thoughts or emotions, and anonymise personal 

profiles.  

An important but often forgotten factor impacting user trust on the AI tool is its interface. Some of its 

features can be derived from the transparency and user control need (Yang & Wibowo, 2022) and 

as Zerilli et al. (2022) claim: transparency can modulate trust in AI and help users to understand 

underlying algorithms and give the potential for better control.  

Moreover, transparent-driven interface design helps users to distinguish their interaction with human 

and AI (Floridi et al., 2018) (Mylrea & Robinson, 2023). Kosan et al.      (2023) add the need to enable 

user feedback and keep on adapting and personalising the tool based on users’ actions and 

feedback. Lastly, predictable outcomes and behaviour can also help in growing trust in the system. 

Another important trustworthiness factor of AI systems is how users perceive its benefit and 
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efficiency for a specific task (Schaefer et al., 2016). Research shows different benefit     s such as 

well-being of as many people as possible and societal and environmental well-being (Floridi et al., 

2018). Furthermore, it is important that any AI systems follow human rights (European Union, 2020; 

IBEC, 2022), reduce social inequities (Kelly et al., 2023) and maintain bonds of solidarity between 

people (Floridi et al., 2018). Moreover, AI systems also should be compatible with cultural diversity, 

social norms and values (Angelo et al., 2022) (Ulnicane, 2022); they cannot impose any lifestyle 

choices on society.  

Citizens need to know when AI is used, how and for what purpose, as well as what data is used and 

why they receive specific results. Citizens’ needs and concerns, as well as ethical requirements, 

ought to be addressed in the design and development of trustworthy AI services. Those are, for 

example, mitigating discrimination risks, providing citizens with control over their data and having a 

person involved in AI processes. Designers and developers of trustworthy public sector AI services 

should aim to understand citizens and guarantee that their needs and concerns are met, through the 

transparent service and the positive experience of using the service (Drobotowicz, 2020). 

All the above trust requirements could be divided into two parts: Information Transparency and 

Principles. The former presents the information needed on different stages of the AI system and the 

priority of the information. The latter presents requirements during service design, development and 

operation stages. 

2.3 What is the basis of trustworthiness? 

The attributes of an AI system which constitute the basis of trustworthiness are the following (Yang 

& Wibowo, 2022). 

Ability (this is system oriented) refers to the capabilities of the AI system regarding its output or the 

function it provides to the user: what the AI can do? overall performance, fairness, robustness, 

improvability of the system algorithm with new input.  

Intention/goodwill refers to the degree of goodwill behind the creation of the technology: for what 

was the AI developed? intended use (e.g., social good) and intended compliance (e.g., privacy-

preserving) 

Process integrity (this is outcome oriented) refers to whether the operational or decision process of 

the system is appropriate to achieve the users’ goal: how the AI works? context- and user-dependent 

decision, aligning user’s needs/goals with known decision processes. 

The above three attributes determine the level of trust that users should have in an ideal world. 

However, these attributes need to be communicated through trustworthiness prompts, and then the 

prompts are judged through a plurality of cognitive processes, both of which introduce noise. A 

trustworthiness prompt is any information within a system that can prompt, or contribute to, users’ 

trust judgments. Prompts are like indicators in the sense that they provide specific information to the 

users on the system they aim to use. 

This is presented in Figure 2. 
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Figure 2 What makes the AI system trustworthy? 

2.4 Trust affordances of AI systems 

Trust affordances of AI systems can be challenging to identify. Literature (Liao & Sundar, 

2022)suggests three types of common affordances of AI systems: AI-generated content, 

transparency, and interaction. All these affordances will prompt users to trust the system. 

     AI-generated content concerns refers to displays of the model output or the functional support 

provided by the AI system. Depending on the type of model, displays can take the form of a predicted 

class label, a score, a list of suggestions, generated texts or images, etc. These displays can serve 

as direct trust worthiness cues for users to assess the ability attributes of the AI model. In some 

cases, the design, e.g., under what circumstances AI assistance is provided or not, can also cue 

users’ judgment of the intention benevolence of the model. These outputs can serve as direct 

trustworthiness prompts for users to assess the ability attributes of the AI system.  

Transparency means outputs allowing a better understanding of the model, broadly defined, 

including its behaviours, processes, development, and so on. We single out transparency as a 

unique affordance of AI systems given the increasing industry emphasis on providing transparency. 

Transparency regarding system performance, fairness, robustness, and improvability, etc. 

Governance structures to ensure trustworthy AI, such as internal reviews, testing, independent and 

government oversight, and so on. Communicating the process and outcomes of such governance 

structures should also be considered a form of transparency. 

Interaction means outputs that suggest how users can interact with the system, beyond the content 

of the output, for which we consider both perceptual affordances (e.g., medium, using a visualisation, 

and design look) and action affordances (e.g., customization of the system, socialisation possibilities 

with other people). 

2.5 AI trust matrix 

Literature (Lockey et al., 2021) suggests an AI trust concept matrix with five trust indicators and 

vulnerabilities each indicator creates for the stakeholders (Figure 3).  
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Figure 3 AI Trust Concept Matrix 

2.6 AI Trust Conceptual Frameworks 

The first set of principles to promote safe and beneficial AI development was proposed in 2017 at 

the “Asilomar Conference on Beneficial AI”. Of the 23 resulting principles, 13 are on ethics and 

values, including safety, failure transparency, judicial transparency, and responsibility [20]. The 

same year, the Montreal Declaration for a Responsible Development of Artificial Intelligence was 

announced to stimulate public debate and encourage a progressive and inclusive orientation to the 

development of AI. Its main objectives include Developing an ethical framework for the development 

and deployment of AI; Guiding the digital transition to enable everyone to benefit from the technology 

and opening a national and international forum for discussion to collectively achieve equitable, 

inclusive, and ecologically sustainable AI development [21]. The two most recent developments are 

the European Commission’s High-Level Expert Group on AI [4] [22][23] and The Global Index for 

Responsible AI [26]. The first developed a framework to guide the European AI community in 

developing and using “trustworthy AI” (i.e., AI that is lawful, ethical, and robust). The framework 

includes Human Agency and Oversight, Technical Robustness and Safety, Privacy and Data 

Governance, Transparency, Diversity, Societal and Environmental wellbeing, and Accountability. 

The guidelines emphasise four principles: respect for human autonomy, prevention of harm, fairness, 

and explainability. The Global Index for Responsible AI establishes and provides a set of benchmark 

indicators to be used by all 120 participating countries to assess compliance with responsible AI 

practices. Indicators are grouped into three broad groups: Preconditions for Responsible AI, 

Responsible AI Governance, and Responsible AI Capacities [25]. 

IEEE is also a pioneer of trusted AI. IEEE published two versions of ethical guidelines for intelligent 

systems, IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems and Ethically 

Aligned Design: A Vision for Prioritising Human Wellbeing with Artificial Intelligence and Autonomous 

Systems, which are high-level general principles for autonomous and intelligent design [20].  

A recent research article published in Telecommunications Policy journal [4] proposed an emerging 

AI system ethical regime that includes six areas, namely transparency, accountability, fairness, 

privacy, reliability, and human control, as well as 27 requirements. This article breaks down the 

transparency into five different kinds of information to the public: Documentation, Notification, 

Traceability, Reproducibility, and Explainability. Fairness considers whether people are treated 

equally in a decision-making process and is broken down into four different kinds of information to 
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the public: Bias prevention, Data representativeness, Inclusive benefit distribution, Inclusiveness in 

Design.  Accountability can be understood as “a relationship in which a decision-maker is asked to 

report on their activities, and likely involving sanctions in the case of misconduct”. Accountability is 

broken down into five different kinds of information to the public: Verification and validation, 

Assessment, Auditability, Appealability, and Liability and legal responsibility. Privacy is a widely 

recognized right both in international human rights law and national legislation in almost all 

democratic countries and is broken down into four different kinds of information to the public: 

Consent, Data minimization, Data agency, and Anonymisation. An AI system is expected to be 

reliable, meaning that proper arrangements should be put in place to ensure the ongoing correct 

functioning for the purpose it was created and to avoid unintended harm to people, regardless of 

whether it is caused by design or manufacturing faults, malfunctioning, external threats, or misuse. 

Reliability can be broken down into the following requirements: Safety, Security, Resilience, and 

Predictability. The Human Control indicator entails that humans retain the ultimate say on AI 

operations and outputs to safeguard human dignity and autonomy, preventing people from being 

subjected to completely automated and unsupervised processes. This principle can be broken down 

into the following more specific requirements: Human oversight, Human review, and Opt-outs. 

Other examples include AI4People [25], which developed a Unified Framework of Principles for AI 

in Society and presented a synthesis of five ethical principles that should undergird its development 

and adoption. These principles include Right to Transparency; Right to Human Determination; 

Identification Obligation; Fairness Obligation; Assessment and Accountability Obligation; Accuracy, 

Reliability, and Validity obligation; Data Quality Obligation; Public Safety Obligation; Cybersecurity 

Obligation; Prohibition on Secret Profiling; Prohibition on Unitary Scoring; Termination Obligation. In 

addition, AI4People offers 20 concrete recommendations—to assess, develop, incentivise, and 

support good AI—which in some cases, may be undertaken directly by national or supranational 

policymakers. Finally, The Public Voice [27] proposed guidelines that aim to improve the design and 

use of AI, maximise the benefits of AI, protect human rights, and minimise risks and threats 

associated with AI. They claim that the guidelines should be incorporated into ethical standards, 

adopted in national law and international agreements, and built into the design of systems. 

A summary of this section is presented in Table 1. 

Table 1 AI Trust framework based on the literature 

 Frameworks Scope and Requirements 

First set of principles to promote      
safe and beneficial AI development at 
the “Asilomar Conference on 
Beneficial AI” 

Safety, failure transparency, judicial transparency, and 
responsibility 

Montreal Declaration for a 
Responsible Development of Artificial 
Intelligence 

Well-being, Autonomy, Privacy and intimacy, Solidarity, 
Democracy, Equity, Inclusion, Prudence, Responsibility 
and Accountability, Sustainable development  

European Commission’s High-Level 
Expert Group on AI 

Human Agency and Oversight, Technical Robustness and 
Safety, Privacy and Data Governance, Transparency, 
Diversity, Societal and Environmental well-being, and 
Accountability 

The Global Index for Responsible AI Preconditions for Responsible AI, Responsible AI 
Governance, and Responsible AI Capacities 

IEEE Global Initiative on Ethics of 
Autonomous and Intelligent Systems 
and Ethically Aligned Design 

Human Wellbeing and Autonomous Systems 

AI system ethical regime Transparency, accountability, fairness, privacy, reliability, 
and human control 
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AI4People - Unified Framework 
of Principles for AI in Society 

Transparency; Human Determination; Identification; 
Fairness; Assessment and Accountability; Accuracy, 
Reliability, and Validity; Data Quality; Public Safety; 
Cybersecurity; Prohibition on Secret Profiling; Prohibition 
on Unitary Scoring; Termination 

The Public Voice Design and use of AI, human rights, risks and threats 
associated with AI, ethical standards, national law and 
international agreements 

 

 



 

 

3 Phase 1 – Review of AI Trust Labels  

This section outlines and elaborates activities related to Phase 1 - review of AI Trust Labels.  

3.1 Review of the AI trust initiatives from the literature 

AI self-regulation mechanisms include using AI trust labels, implementing a code of conduct, and 

voluntary adoption of AI standardisation processes. 

There are two broad categories of self-regulatory mechanisms [32]:  

1) Labelling, certification schemes, and other initiatives that define a certain standard for AI 

applications and outline a set of criteria against which that standard is assessed, generally through 

an audit process. This consists of a broad category of initiatives that contains the following types of 

mechanisms and tools: labels and certification schemes; kite marks, trust marks and quality marks; 

and seals; and  

2) Codes of conduct can be characterised as statements that set out and define specific 

requirements or principles that should be followed by organisations developing or procuring AI 

applications to ensure the safe and ethical development and use of these systems. These generally 

do not define measurable criteria or include an audit process. This category includes codes of 

conduct and ethics, often used interchangeably in the literature. 

We found a range of labelling and certification initiatives, codes of conduct, and a selection of 
additional self-regulatory mechanisms proposed or implemented in the context of AI applications. 
List of the initiatives and their types are presented in Table 2 with detailed analysis in Appendices. 
 
Table 2 Types of AI Trust initiatives  

Types Initiatives Names 

Labels The AI Trust label, Gender Equality European & International Standard – 
Artificial Intelligence, Mandatory Labelling Scheme, Open Ethics Label, 
Swiss Digital Trust Label 

Certificates Certification System for AI Applications (Fraunhofer Institute), Certificate of 
Fairness for AI Systems, Certification Mechanism for AI Tools and Services, 
Certification of Responsible Limits on Facial Recognition, Ethics 
Certification Program for Autonomous and Intelligent Systems (ECPAIS), 
EU Certification for ‘Trusted AI’ Products, Malta’s National AI Certification 
Framework, Responsible Artificial Intelligence Certification Beta (RAII), 
SECure: A Social and Environmental Certificate for AI Systems, The 
Certification as a Mechanism for Control of Artificial Intelligence in Europe, 
Turing Stamp 

Quality, Trust, 
and Kite marks 

Certification System for AI Applications (Fraunhofer Institute), Foundation 
for Responsible Robotics (FRR) Quality Mark for (AI-Based) Robotics, Fair 
Artificial Intelligence in Education (FairAIEd) Trust Mark, OPACITY trust 
mark, Kite Mark for AI 

Rating 
Framework 

CEN-CENELEC ‘Road Map on Artificial Intelligence (AI)’ 

Code of Conduct Ethical Use of Artificial Intelligence in Canadian Financial Services, A Guide 
to Good Practice for Digital and Data-Driven Health Technologies, 
Algo.Rules, Clinical AI Governance, Guiding Principles for AI Ethics, IFC 
Technological Code of Conduct, Oxford-Munich Code of Conduct, 
Partnership on AI Tenets 

Code of Ethics AI2ES ‘Code of Ethics’, BMW Group’s Code of Ethics for the Use of AI, 
Bosch Code of Ethics for AI, Capgemini’s Code of Ethics for AI, Continental 
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Code of Ethics for AI, Ethical and Professional Guidance on Data Science: 
A Guide for Members, iCIMS Code of Ethics 

Seal and Audit D-seal, O’Neil Risk Consulting & Algorithmic Auditing Seal, Z-Inspection 

 

3.2 Review of the four major AI regulations 

Governments in other parts of the world are also developing new legislation to ensure the 

responsible deployment of AI in the workplace. In this section, we present an overview of the three 

internationally influential regulatory frameworks: the Artificial Intelligence and Data Act (AIDA) of 

Canada, the AI Bill of Rights of the United States, and the AI Regulation of Japan.  

AIDA is the first federal law in Canada to regulate the development and use of AI systems. The Bill 

of Rights is a Blueprint and non-binding document to help guide the design, use, and deployment of 

automated systems. Japan’s AI regulatory policy is a non-binding guideline to maximise AI’s positive 

impact on society rather than suppress it out of overestimated risks. While the EU AI Act, AIDA, and 

the AI Bill of Rights set out a centralised approach to regulating AI across all sectors, the AI 

Regulation in Japan sets out a de-centralised and sectorial approach to AI regulation leveraging the 

experience and expertise of existing regulators to issue guidance and highlight the relevant 

regulatory requirements applicable to the businesses they regulate. This requires that businesses 

take appropriate measures and disclose information about risks [30]. 

A summary of these regulations is presented in Table 3 and with detailed analysis in Appendices. 

Table 3 The four internationally influential regulatory frameworks  

Frameworks Approach Regulated AI 
Systems 

Focus and 
responsibilities 

Requirements 

Artificial 
Intelligence and 
Data Act of 
Canada (Binding) 

Centralised General and 
high-impact 
systems 

To provide 
measures to 
identify, assess 
and mitigate the 
risks of harm or 
biased output; 
Measures to 
monitor 
compliance with 
the mitigation 
measures and 
the 
effectiveness of 
those mitigation 
measures; 
Publish on a 
public website a 
plain-language 
description of 
the system; 
Notify the 
Minister of 
Industry if the 
use of the 
system results 
or is likely to 
result in material 
harm 

Anonymised data, 
Assessment of high-
impact system, 
Measures related to 
risks, Monitoring of 
mitigation measures, 
keeping general 
records, Additional 
records, publication of 
description related to 
making the system 
available for use, 
Publication of 
description related to 
managing operation of 
the system, and 
Notification of material 
harm 



GA Nº: 101070336  – Adra-e – D3.2 – Report on Selection of AI Trust Label  

19 

AI Bill of Rights 
(Non-binding) 

Centralised High-risks 
systems 

To guarantee 
the protection of 
civil rights, civil 
liberties, and 
privacy of 
American 
citizens; guide 
the design, use, 
and deployment 
of automated 
systems; and 
actualise 
democratic 
values and 
principles in the 
technological 
design process 
of AI systems 

Safe and effective 
systems, Algorithmic 
discrimination 
protections, Data 
privacy, Notice and 
Explanation, Human 
Alternatives, 
consideration, and 
feedback 

AI Regulation of 
Japan (Non-
binding) 
 

De- centralised All AI systems 
(Sectorial 
approach) 

Focuses on risk-
based, agile, 
and 
multistakeholder 
process to 
guide the 
improvement 
and 
implementation 
of AI policy in a 
wide range of 
industries 
through 
industry-specific 
Acts. 

Ownership/intellectual 
property rights 
regarding AI, 
Competition, Data 
protection under the 
Act on Protection of 
Personal Information, 
Regulation/Government 
intervention, and Civil 
liability 

EU AI Act 
(Binding) 

Centralised High-risks 
systems 

A risk-based 
approach to 
regulate all 
automated 
technology 
rather than 
specific areas of 
concern to 
guide the use of 
AI in both the 
private and 
public sectors. 
The approach 
defines three 
risk categories: 
unacceptable 
risk 
applications, 
high-risk 
applications, 
and applications 

Risk management and 
testing, Data and data 
governance, Technical 
documentation, Record 
Keeping, Transparency 
and human oversight, 
Accuracy, robustness, 
and cybersecurity 
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not explicitly 
banned.   

3.3 Short-listing the reviewed initiatives 

The aim of short-listing is to shorten the list of existing initiatives to a list that is more relevant to the 

goal of T3.3. After reviewing the relevant AI trust self-regulatory initiatives, we used the following 

criteria to short-list initiatives for in-depth analysis.  

Short-listing criteria include:  

● Initiatives of types ‘label’ and ‘certification’ 

o According to the categories presented in section Review of the AI trust initiatives, 

literature defined two broad categories of initiatives. The scope and the goal of T3.3 

is to focus on the first category which is label and certification. 

 

● Initiatives that are cross-sectoral and horizontal 

o As can be seen from the Table presented in section Review of the AI trust initiatives, 

the scope and focus of initiatives varies. Some initiatives focus on a specific sector or 

industry (sector-specific) while others provide horizontal requirements that are 

relevant to various sectors (cross-sectoral). The aim is to review labels that are good 

to multiple sectors and provides horizontal requirements.   

 

● Initiatives that are developed and in use 

o Some initiatives are still in development phase, finalisation phase, or completed but 

not evaluated and not in-use. For short-listing, we aim to review initiatives that are 

either evaluated or evaluated and in-use.  

 

The list of short-listed initiatives is presented in Table 4.  

Table 4 Short-listed initiatives for a more in-depth analysis  

Name Type Sector Scope Short Description 

The AI Trust 
Label (VDE) 

Label Generic Germany Inspired by the EU energy-efficiency label. It 
shows a rating of an AI system’s ethical 
characteristics based on six ethical values. 

Mandatory 
Labelling 
Scheme  

Label Generic  Germany The German Data Ethics Commission 
recommended the introduction of a 
mandatory labelling scheme for algorithmic 
systems of enhanced criticality, with the 
view that this would oblige operators to 
make it clear whether, when and to what 
extent algorithmic systems are being used. 

Open Ethics 
Label  
  

Label Data & 
decision 
technology 

Europe The Open Ethics label aims to strengthen 
users’ trust in AI systems by encouraging 
and supporting AI transparency. For the 
consumer, this label provides information to 
enable better decision-making; for software 
developers, the label is a type of disclosure 
tool to provide information about their 
product. 

Certification 
System for 
AI 
Applications 

Certificate 
and 
quality 
mark 

Generic  Germany The AI certification (Fraunhofer Institute) 
consists of a certification system and quality 
mark to signal the technical reliability of an 
AI system and responsible usage from an 
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(Fraunhofer 
Institute)  

ethical and legal perspective. Furthermore, it 
aims to facilitate comparison between 
different products and help promote open 
competition in AI. 

Z-Inspection  Audit 
process 

Generic  Europe Z-Inspection is an audit process that 
assesses whether an AI system is 
trustworthy. The process is based on 
applied ethics and uses the definition of 
trustworthy AI put forward by the European 
Commission’s AI HLEG. The process is 
designed to be applied to a variety of 
sectors in which AI systems could be used, 
such as business, healthcare and the public 
sector 

Swiss 
Digital Trust 
Label  

Trust 
mark 

Generic  Swiss Denotes the trustworthiness of a digital 
service in clear, visual, and plain, non-
technical language for consumers. 

Malta’s 
National AI 
Certification 
Framework  

Certificate 
and audit 

AI sector Malta The certification aims to build trust and 
transparency      by providing valuable 
information about AI in their marketplace to 
signal that their AI systems have been 
developed ethically, transparently and in a 
socially responsible manner. 

EU 
Certification 
for ‘Trusted 
AI’ Products  

Certificate Generic  EU Certification for trustworthy AI applications, 
where products are tested for resilience, 
safety and absence of prejudice, 
discrimination, or bias. 

Responsible 
Artificial 
Intelligence 
Institute 
Certification 
Beta (RAII)  

Certificate Generic  Global The RAI Certification Beta is an independent 
certification programme for the responsible 
and trusted use of AI systems. The 
certification aims to increase trust among 
end users by signalling that the AI system 
was built following specific standards. 

Ethics 
Certification 
Program for 
Autonomous 
and 
Intelligent 
Systems 
(ECPAIS)  

Certificate Generic  Global ECPAIS consists of a certification system 
that aims to signal to stakeholders in 
different sectors whether an AI system is 
safe, ethical, and trustworthy. Ultimately the 
certification aims to promote responsible 
innovation in AI systems. 

Certificate of 
Fairness for 
AI Systems  

Certificate Generic  United 
Kingdom 

A certificate of fairness for AI systems 
alongside a kite mark type scheme to 
display it, with criteria to be defined at the 
industry level. The certification helps build 
an AI that avoids      discrimination      
against women and ethnic minorities. 
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3.4 Comparative Analysis  

We analysed the short-listed initiatives in the context of the AI Act as well as the major and influential 

international regulations presented in Review of the four major AI regulations. 

Analysis - The rationale behind this approach of analysis is to make sure that the reviewed AI trust 

labels have: 

● High coverage and is compatible with the AI Act mandatory requirements (Articles 9 to 15) 
o A label that promotes an ecosystem of trust and an innovation-friendly market for AI 

in Europe 
o A label that supports the application of AI Act mandatory requirements in the context 

of non-high-risk AI systems, therefore improves trust of the consumers 
o A label that has the potential to become widely used by the Member States 
o A label that provides opportunities for developers of non-high-risk AI systems to 

harness the label to voluntarily address AI Act mandatory requirements within and 
beyond Europe (internationalisation) 

 

● High coverage and is compatible with the influential international AI regulations 
o A label that promotes an ecosystem of trust and an innovation-friendly market for AI 

in Europe and beyond 
o A label that supports compliance with AI regulations within and beyond Europe 
o A label that facilitates international trade relations and supports interaction between 

international AI regulations 
o A label that supports developers of non-high-risk AI systems in their standardisation 

and internationalisation (developers will be confident that the label they are using is 
compatible with other AI regulations and this provides opportunities for them to 
market their products outside Europe)  

Analysis of the short-listed initiatives in the context of the AI Act, AIDA, AI Bill of Rights, and the AI 

Regulation of Japan is presented in Appendices.  
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4 Phase 2 –Review of Trust Indicators 

This section outlines and elaborates analysis related to phase 2 – review of trust indicators. In Phase 

2, we focus on identifying AI Act-informed trust indicators (a set of technical indicators) that apply or 

may apply to a wide range of AI systems and stakeholders (e.g., government organisations, 

developers, etc.).  

4.1 Analysis and extracting indicators and criteria from the initiatives 

After a comprehensive review and analysis of the short-listed AI trust initiatives, we identified and 

defined a list of indicators and briefly presented them in Figure 4 -7. A complete analysis is provided 

in Annex B. Phase 2 – Selection of the Indicators of Trust. 

  

Figure 4 Indicators from the initiatives - counted  

  

Figure 5 Requirements from the initiatives - counted 

 



GA Nº: 101070336  – Adra-e – D3.2 – Report on Selection of AI Trust Label  

24 

      

 
Figure 6 Trust indicators covered in each trust initiative  

 

 

Figure 7 Trust indicators and requirements covered in each trust initiative 
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Annex A. Phase 1 –Analysis of AI Trust Labels 

A.1. Content analysis of the four Influential AI Regulations 

The AI Act 

Against the political context of the European Commission for the 2019-2024, the Commission puts 

forward legislation for a coordinated European approach on the human and ethical implications of 

AI. Based on this agenda, on 19 February 2020 the Commission published the White Paper on AI - 

A European approach to excellence and trust [28]. The White Paper sets out policy options on how 

to achieve the twin objective of promoting the uptake of AI and of addressing the risks associated 

with certain uses of such technology.  

To address the second objective for the development of an ecosystem of trust, the Commission 

proposed a horizontal legal framework and harmonised rules for the trustworthy use of AI [5], [10] 

based on recommendations by an appointed high-level expert group, a preceding white paper, and 

public stakeholder consultation [10]. The AI Act applies to both private, public, as well as 

extraterritorial providers whose AI tools are used in the EU [10] and its main objective is to regulate 

’high-risk’ AI systems through minimum mandatory requirements (Articles 9 to 15 of the Act) to give 

people the confidence to embrace AI systems and solutions while encouraging companies to 

develop them [5].  

In addition to the above overarching objective, Article 8 to 15 aim to achieve the following specific 

objectives: 1) to ensure that AI systems placed on the Union market and used are safe and respect 

existing law on fundamental rights and Union values; 2) to ensure legal certainty to facilitate 

investment and innovation in AI; 3) to enhance governance and effective enforcement of existing law 

on fundamental rights and safety requirements applicable to AI systems; and   4) to facilitate the 

development of a single market for lawful, safe and trustworthy AI applications and prevent market 

fragmentation [5]. 

High-risk AI Systems - While not all AI systems harbour potential harm for individuals, there are 

various applications of AI systems that may cause direct or indirect harms. The aim for AI Act is to 

mitigate risks caused by these systems [29].  

The Act identifies two main categories of high-risk AI systems: 1) AI systems intended to be used as 

safety component of products that are subject to third party ex-ante conformity assessment and 2) 

other stand-alone AI systems with mainly fundamental rights implications that are explicitly listed in 

Annex III [3].  

We looked at the Annex III [5] to have a sense of what AI systems are explicitly classify high-risk by 

the European Commission. A limited number of high-risk AI systems referred to in Article 6(2) 

include: Biometric identification and categorisation of natural persons, Management and operation 

of critical infrastructure, Education and vocational training, Employment, workers management and 

access to self-employment, Access to and enjoyment of essential private services and public 

services and benefits, Law enforcement, Migration, asylum and border control management, and 

Administration of justice and democratic processes. These eight AI systems will have to comply with 

the mandatory requirements for trustworthy AI and follow conformity assessment procedures before 

those systems can be placed on the Union market [5].  

The Commission may expand the list of high-risk applications within certain pre-defined areas, by 

applying a set of criteria and risk assessment methodology [5]. AI systems can be added to the list 

when and if there is evidence that they pose a similar or even higher risk to the health, safety, or 

fundamental rights [10].  
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AI Act mandatory requirements for high-risk systems - Under the Act, systems considered ‘high-

risk’ are permitted on the European market subject to compliance with mandatory requirements 

relating to data and data governance, documentation and recording keeping, transparency and 

provision of information to users, human oversight, robustness, accuracy and security, as well as 

ex-ante conformity assessment. These requirements are briefly presented below.  

Article 9 - Risk management and testing: The known and foreseeable risks associated with the AI 

system should be identified, evaluated, and documented systematically within a risk management 

system;  

Article 10 - Data and data governance: Training, validation, and testing data are subject to 

appropriate data governance practices. These practices concern data collection and pre-processing, 

data assumptions, data availability and quantity, and the examination of possible biases, among 

other things. All data sets must be relevant, representative, error-free, and complete. In addition, 

datasets should consider the characteristics of the individuals and the geographical, behavioural, or 

functional settings for which the AI system will be used; 

Article 11 – Technical documentation: The technical documentation of a high-risk AI system shall be 

drawn up before that system is placed on the market or put into service and kept up-to-date;  

Article 12 – Record Keeping: High-risk AI systems shall be designed and developed with capabilities 

to automatically record events (‘logs’) while the high-risk AI systems are operating;  

Articles 13 and 14 - Transparency and human oversight: The AI system must be sufficiently 

transparent such that users can interpret and use the AI system’s output appropriately. Providers 

must specify measures that allow a human operator to fully understand the capabilities and 

limitations of the AI system, interpret the AI system’s output correctly; and  

Article 15 - Accuracy, robustness, and cybersecurity: High-risk AI systems must achieve an 

appropriate level of accuracy, robustness, and cybersecurity for their intended purpose. 

The AI system must be accompanied by several sources of documentation, including an instruction 

manual (Article 13), technical documentation (Annex IV), a risk management system (Article 9), and 

a quality management system (Article 17). The instruction manual specifies the AI system’s 

capabilities and limitations. This includes its intended purpose, the expected level of accuracy, 

robustness, and cybersecurity, known and foreseeable circumstances that impact these 

performance metrics, specifications for the input data, and interpretability measures. The technical 

documentation describes the system components and their development in detail, including 

conceptional decisions. The risk management system describes the risks associated with using the 

system and how they are mitigated. The quality management system documents compliance with 

all regulations of the AI Act.  

Furthermore, the Act introduces codes of conduct that can either relate to 1) non-high-risk AI systems 

or 2) all types of AI systems. 

Detailed analysis of the rest of the regulations is presented in the table 8. 



 

 

A.2 Other three international AI regulations 

AI Bill of Rights of the United States, AI and Data Act of Canada (AIDA), AI Regulation of Japan 

Table 5 Contextual analysis of the international AI regulations 

Document Year Supporting 
Act and 
Regulation 

Purpose Approach Defining AI 
system 

Remit Prohibite
d 
Activities 

System of 
focus 

Application 
Scope 

Non 
compliance 
penalties 

Artificial 
Intelligence 
and Data 
Act (AIDA ) - 
the first 
federal law 
in Canada 
regulating 
the creation 
and use of 
AI systems 
and would 
create 
penalties for 
non-
compliance. 
  

Novem
ber 
2020 

Bill C-27: 
Digital 
Charter 
Implementati
on Act 
Consumer 
Privacy 
Protection 
Act, 
Personal 
Information 
and Data 
Protection 
Tribunal Act 
Other Acts:  
Personal 
Information 
Protection 
and 
Electronic 
Documents 
Act, 
Consumer 
Privacy 
Protection 
Act  
  

Regulate 
international 
and inter 
provincial 
trade and 
commerce 
in AI system
s by 
establishing 
common 
requirement
s applicable 
across 
Canada for 
the design, 
development 
and use of 
those 
systems, 
prohibit 
certain 
conduct in 
relation to AI 
systems that 
may result in 
serious 
harm to 

Holistic and 
hard-law-
based 

a 
technological 
system that, 
autonomousl
y or partly 
autonomousl
y, processes 
data related 
to human 
activities 
through the 
use of a 
genetic 
algorithm, a 
neural 
network, 
machine 
learning or 
another 
technique in 
order to 
generate 
content or 
make 
decisions, 
recommenda

Measures 
to identify, 
assess 
and 
mitigate 
the risks of 
harm or 
biased 
output that 
could 
result from 
the use of 
the 
system; 
Measures 
to monitor 
complianc
e with the 
mitigation 
measures 
and the 
effectivene
ss of those 
mitigation 
measures; 
Where the 
system is 

Processin
g or use 
of 
unlawfully 
obtained 
personal 
informatio
n 
in AI syst
em; 
An AI syst
em 
resulting 
in serious 
physical 
or 
psycholog
ical harm 
or 
substanti
al 
damage 
to 
property; 
An AI syst
em 
defraudin

The AIDA im
poses 
regulatory 
requirement
s for 
both AI syst
ems 
generally 
and 
those AI sys
tems 
specifically 
referred to 
as "high-
impact 
systems." 

focused on 
organizations 
carrying out a 
"regulated 
activity," 
which means 
(a) 
processing or 
making 
available for 
use any data 
relating to 
human 
activities for 
the purpose 
of designing, 
developing or 
using 
an AI system, 
or (b) 
designing, 
developing or 
making 
available for 
use 
an AI system 

Maximum 
fine of the 
greater of 
$10 million 
and 3 per 
cent of gross 
global 
revenues 
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individuals 
or harm to 
their 
interests. 
The AIDA de
fines "harm" 
as (a) 
physical or 
psychologic
al harm to 
an 
individual, 
(b) damage 
to an 
individual's 
property, or 
(c) economic 
loss to an 
individual 

tions or 
predictions 

made avail
able for 
use or an 
organizatio
n is 
managing 
the operati
on of the 
system, 
publish on 
a public 
website a 
plain-
language 
description 
of the 
system 
that 
includes 
prescribed 
content; 
Notify the 
Minister of 
Industry 
(or other 
designated 
Minister) if 
use of the 
system 
results or 
is likely to 
result in 
material 
harm 

g the 
public 
and 
causing 
substanti
al 
economic 
loss 
  

or managing 
its operations. 
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Document Year Supporting 
Act and 
Regulation 

Purpose Approach Defining AI 
system 

Remit Prohibite
d 
Activities 

System of 
focus 

Application 
Scope 

Non 
compliance 
penalties 

USA Bill of 
Right (BoR) 
-  A Blueprint 
and non-
binding 

Octobe
r 2022 

Executive 
Order 13960 
on 
Promoting 
the Use of 
Trustworthy 
Artificial 
Intelligence 
in the 
Federal 
Government,  
National 
Institute of 
Standards 
and 
Technology’
s AI Risk 
Management 
Framework,  
Algorithmic 
Accountabilit
y Act, which 
was 
reintroduced 
in the 
Senate in an 
amended 
form earlier 
in 2022 
   

The purpose 
of the Bill of 
Right is to 
help guide 
the design, 
use, and 
deployment 
of 
automated 
systems to 
protect the 
American 
Public  by 
implement 
the 
followings: 
  
Safe and 
effective 
systems: 
You should 
be protected 
from unsafe 
or ineffective 
systems. 
Algorithmic 
discriminatio
n protection: 
You should 
not face 
discriminatio
n by 
algorithms 

At the 
moment-> 
Sector-
specific and 
soft-law-
based 
(promote 
appropriate 
AI 
governance 
through 
nonbinding 
guidance) 
  
Later when 
the 
Algorithmic 
Accountabil
ity Act or 
similar bill 
is adopted 
in 
Congress -
> Holistic 
and hard-
law-based 
  
Agencies 
are to take 
a risk-
based 
approach 
and 

Any system, 
software, or 
process that 
uses 
computation 
as whole or 
part of a 
system to 
determine 
outcomes, 
make or aid 
decisions, 
inform policy 
implementati
on, collect 
data or 
observations
, or 
otherwise 
interact with 
individuals 
and/or 
communities
;  
  
Any 
automated 
systems that 
have the 
potential to 
meaningfully 
impact the 
American 

Protections 
that should 
be applied 
with 
respect to 
all 
automated 
systems 
that have 
the 
potential to 
meaningful
ly impact 
individuals' 
or 
communiti
es' 
exercise of 
rights (Civil 
rights, civil 
liberties, 
and 
privacy), 
equal 
opportuniti
es, or 
access to 
critical 
resources/
services; 
  
To guide 
the design, 

Automate
d systems 
should 
not be 
designed 
with an 
intent 
reasonabl
y 
foreseeab
le 
possibility 
of 
endangeri
ng your 
safety or 
the safety 
of your 
communit
y; You 
should 
not face 
discrimina
tion by 
algorithm
s and 
systems 
should be 
used and 
designed 
in an 
equitable 
way; 

Apply to 
automated 
systems that 
have the 
potential to 
meaningfully 
impact the 
American 
public’s 
rights, 
opportunitie
s, or access 
to critical 
resources or 
services, 
generally 
excluding 
many 
industrial 
and/or 
operational 
applications 
of AI.  
  
The 
Blueprint 
expands for 
use of AI in 
Lending, 
Human 
Resources, 
surveillance 
and other 

To support 
the 
development 
of policies 
and practices 
that protect 
civil rights 
and promote 
democratic 
values in the 
building, 
deployment, 
and 
governance 
of automated 
systems. It 
depends 
significantly 
on the context 
in which 
automated 
systems are 
being utilized. 
Future sector-
specific 
guidance will 
likely be 
necessary 
and important 
for guiding 
the use of 
automated 
systems in 

NA (non-
binding) 
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and systems 
should be 
used and 
designed in 
an equitable 
way. 
  
Data 
privacy: you 
should be 
protected 
from abusive 
data 
practices via 
built-in 
protections 
and you 
should have 
agency over 
how data 
about you is 
used. 
  
Notice and 
explanation: 
you should 
know that an 
automated 
system is 
being used 
and 
understand 
how and 
why it 
contributes 
to outcomes 

determine 
which risks 
are 
acceptable 
while 
considering 
potential 
benefits, 
and they 
think “it is 
not 
necessary 
to mitigate 
every 
foreseeable 
risk” and do 
not favor 
prescriptive 
regulations 

public’s 
rights, 
opportunities
, or access 
to critical 
resources or 
services;  
  
  

use, and 
deploymen
t of 
automated 
systems;  
  
To 
actualizing 
democratic 
values 
and  princi
ples 
(protect 
civil rights, 
civil 
liberties, 
and 
privacy) in 
the 
technologi
cal design 
process of 
AI systems 

protected 
from 
abusive 
data 
practices 
via built-in 
protection
s and you 
should 
have 
agency 
over how 
data 
about you 
is used; 
You 
should 
know that 
an 
automate
d system 
is being 
used and 
understan
d how 
and why it 
contribute
s to 
outcomes 
that 
impact 
you; You 
should be 
able to 
opt out, 
where 

areas (which 
would also 
find a 
counterpart 
in the ‘high-
risk’ use 
case 
framework 
of the 
forthcoming 
EU AI Act) 

certain 
settings such 
as AI systems 
used as part 
of school 
building 
security or 
automated 
health 
diagnostic 
systems 
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that impact 
you. 
  
Alternative 
options: you 
should be 
able to opt 
out, where 
appropriate, 
and have 
access to a 
person who 
can quickly 
consider and 
remedy 
problems 
you 
encounter. 
  

appropriat
e, and 
have 
access to 
a person 
who can 
quickly 
consider 
and 
remedy 
problems 
you 
encounter 

Document Year Supporting 
Act and 
Regulation 

Purpose Approach Defining AI 
system 

Remit Prohibite
d 
Activities 

System of 
focus 

Application 
Scope 

Non 
compliance 
penalties 

Japan’s AI 
regulatory 
policy (non-
binding 
guidelines) 
The Japan 
AI 
Regulations 
is a 
combination 
of sector-
specific 
guidelines 

July 
2021 

AI 
Governance 
guidelines in 
Japan 
  
Digital 
Platform 
Transparenc
y Act 
  
Financial 
Instrument 
and 

Japan has 
developed 
and revised 
AI-related 
regulations 
with the goal 
of 
maximizing 
AI’s positive 
impact on 
society, 
rather than 
suppressing 
it out of 

Sector-
specific and 
soft-law-
based 
(promote 
appropriate 
AI 
governance 
through 
nonbinding 
guidance) 

  To realize 
the four 
Social 
Principles 
of Human-
Centric AI 
(human 
dignity, 
diversity 
and 
inclusion, 
and 
sustainabili

  No specific 
system -  
a number of 
existing laws 
are 
applicable to 
AI including 
the 
Constitution 
and laws 
pertaining to 
contracts, 
torts, certain 
economic 

Japan has no 
regulations 
that generally 
constrain the 
use of AI. 
Regulations 
face 
difficulties in 
keeping up 
with the 
speed and 
complexity of 
AI innovation. 
However, The 

NA 
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Exchange 
Act  
  
The Act on 
the 
Protection of 
Personal 
Information 
  
Product 
Liability Act 
  
Unfair 
Competition 
Prevention 
Act 
  
Copyright 
Act 
  
Road traffic 
Act and 
Road 
Transport 
Vehicle Act 
  
Machine 
Learning 
Quality 
Management 
Guideline 

overestimate
d risks. The 
emphasis is 
on a risk-
based, agile, 
and 
multistakeho
lder process, 
rather than a 
one-size-fits-
all obligation 
or 
prohibition.  
  
Japan took 
the 
approach of 
respecting 
companies’ 
voluntary 
governance 
and 
providing 
nonbinding 
guidelines to 
support it, 
while 
imposing 
transparenc
y obligations 
on some 
large digital 
platforms. 
  
AI 
regulations 

ty) through 
AI.  
  
Providing 
nonbinding 
guidance 
to support 
or guide 
companies
’ voluntary 
efforts for 
AI 
governanc
e 
  
Industries 
develop 
their own 
self-
generated 
guidelines 
to govern 
their 
activities 

statutes, 
intellectual 
property, 
personal 
data, privacy 
and the 
criminal 
code 

operator may 
be held liable 
for tort or 
product 
liability if an 
accident 
occurs due to 
AI systems. 
  
“legally-
binding 
horizontal 
requirements 
for AI 
systems are 
deemed 
unnecessary 
at the 
moment.”  
  
Several 
guidance 
have been 
published AI 
systems and 
protection of 
Data: 
Governance 
Guidelines for 
Implementatio
n of AI 
Principles, 
Guidebook on 
Corporate 
Governance 
for Privacy in 

https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html


GA Nº: 101070336  – Adra-e – D3.2 – Report on Selection of AI Trust Label  

34 

is classified 
into two 
categories: 
Regulation 
on AI: 1) 
Regulations 
to manage 
risks 
associated 
with AI (risk-
based 
approach). 
2) 
Regulation 
for AI: 
Regulatory 
reform to 
promote the 
implementati
on of AI 
(soft-law 
approach). 
  

Digital 
Transformatio
n,  Guidebook 
for Utilization 
of Camera 
Images, 
Contract 
Guidelines on 
Utilization of 
AI and Data 
  
Voluntary 
guidelines by 
businesses: 
Fujitsu 
published 
a practice 
guide , Sony 
Group AI 
Ethics 
Guidelines, 
NEC Group 
AI and 
Human 
Rights 
Principles 
  
Voluntary 
guidelines by 
research 
institutes:  Ma
chine 
Learning 
Quality 
Management 
Guideline, 

https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://warp.da.ndl.go.jp/info:ndljp/pid/12232105/www.meti.go.jp/press/2021/02/20220218001/20220218001.html
https://www.meti.go.jp/english/press/2022/0330_001.html
https://www.meti.go.jp/english/press/2022/0330_001.html
https://www.meti.go.jp/english/press/2022/0330_001.html
https://www.meti.go.jp/english/press/2022/0330_001.html
https://www.meti.go.jp/english/press/2019/1209_005.html
https://www.meti.go.jp/english/press/2019/1209_005.html
https://www.meti.go.jp/english/press/2019/1209_005.html
https://www.meti.go.jp/english/press/2019/1209_005.html
https://www.fujitsu.com/global/about/research/technology/aiethics/
https://www.fujitsu.com/global/about/research/technology/aiethics/
https://www.sony.com/en/SonyInfo/csr_report/humanrights/AI_Engagement_within_Sony_Group.pdf
https://www.sony.com/en/SonyInfo/csr_report/humanrights/AI_Engagement_within_Sony_Group.pdf
https://www.sony.com/en/SonyInfo/csr_report/humanrights/AI_Engagement_within_Sony_Group.pdf
https://www.sony.com/en/SonyInfo/csr_report/humanrights/AI_Engagement_within_Sony_Group.pdf
https://www.nec.com/en/press/201904/images/0201-01-01.pdf
https://www.nec.com/en/press/201904/images/0201-01-01.pdf
https://www.nec.com/en/press/201904/images/0201-01-01.pdf
https://www.nec.com/en/press/201904/images/0201-01-01.pdf
https://www.nec.com/en/press/201904/images/0201-01-01.pdf
https://www.digiarc.aist.go.jp/en/publication/aiqm/
https://www.digiarc.aist.go.jp/en/publication/aiqm/
https://www.digiarc.aist.go.jp/en/publication/aiqm/
https://www.digiarc.aist.go.jp/en/publication/aiqm/
https://www.digiarc.aist.go.jp/en/publication/aiqm/
https://www.digiarc.aist.go.jp/en/publication/aiqm/
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University of 
Tokyo 
developed 
the Risk 
Chain 
Model to 
structure risk 
factors for AI 
  

 

A.3 Other major regulations – Requirements analysis 
Table 6 Detailed analysis of the requirements of the international AI regulations 

AIDA   

Requirement Description - Requirements 

Anonymized data A person who carries out any regulated activity and who processes or makes available for use anonymized data in the 
course of that activity must, in accordance with the regulations, establish measures with respect to (a) the manner in which 
data is anonymized; (b) the use or management of anonymized data. 

Assessment — high-
impact system 

A person who is responsible for an artificial intelligence system must, in accordance with the regulations, assess whether it 
is a high-impact system 

Measures related to 
risks 

A person who is responsible for a high-impact system must, in accordance with the regulations, establish measures to 
identify, assess and mitigate the risks of harm or biased output that could result from the use of the system 

Monitoring of mitigation 
measures 

A person who is responsible for a high-impact system must, in accordance with the regulations, establish measures to 
monitor compliance with the mitigation measures they are required to establish and the effectiveness of those mitigation 
measures 

Keeping general 
records 

A person who carries out any regulated activity must, in accordance with the regulations, keep records describing in general 
terms, as the case may be, (a) the measures they establish; (b) the reasons supporting their assessment 

Additional records The person must, in accordance with the regulations, keep any other records in respect of the requirements 

Publication of 
description — making 
system available for 
use 

A person who makes available for use a high-impact system must, in the time and manner that may be prescribed by 
regulation, publish on a publicly available website a plain-language description of the system that includes an explanation of 
(a) how the system is intended to be used; (b) the types of content that it is intended to generate and the decisions, 
recommendations or predictions that it is intended to make; (c) the mitigation measures established in respect of it; and (d) 
any other information that may be prescribed by regulation. 

https://ifi.u-tokyo.ac.jp/en/news/4815/
https://ifi.u-tokyo.ac.jp/en/news/4815/
https://ifi.u-tokyo.ac.jp/en/news/4815/
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Publication of 
description — 
managing operation of 
system 

A person who manages the operation of a high-impact system must, in the time and manner that may be prescribed by 
regulation, publish on a publicly available website a plain-language description of the system that includes an explanation of 
(a) how the system is used; (b) the types of content that it generates and the decisions, recommendations or predictions that 
it makes; (c) the mitigation measures established in respect of it; and (d) any other information that may be prescribed by 
regulation. 

Notification of material 
harm 

A person who is responsible for a high-impact system must, in accordance with the regulations and as soon as feasible, 
notify the Minister if the use of the system results or is likely to result in material harm 

The AI Bill of Rights    

Requirement Description - Requirements 

Safe and effective 
systems 

Protect the public from harm in a proactive and ongoing manner:  
o Consultation - Automated systems should be developed with consultation from diverse communities, stakeholders, 

and domain experts to identify concerns, risks, and potential impacts of the system.  
o Testing - Systems should undergo pre-deployment testing. This testing should follow domain-specific best practices, 

when available, for ensuring the technology will work in its real-world context. 
o Risk identification and mitigation - Before deployment, and in a proactive and ongoing manner, potential risks of the 

automated system should be identified and mitigated. Outcomes of these protective measures should include the 
possibility of not deploying the system or removing a system from use;  

o Ongoing monitoring: Automated systems should have ongoing monitoring procedures, including recalibration 
procedures, in place to ensure that their performance does not fall below an acceptable level over time, based on 
changing real-world conditions or deployment contexts, post-deployment modification, or unexpected conditions. 

o Clear organizational oversight – Entities responsible for the development or use of automated systems should lay out 
clear governance structures and procedures. This includes clearly-stated governance procedures before deploying 
the system, as well as responsibility of specific individuals or entities to oversee ongoing assessment and mitigation. 

Avoid in appropriate, low quality, and irrelevant data use: 
o Relevant and high quality data - Data used as part of any automated system’s creation, evaluation, or deployment 

should be relevant, of high quality, and tailored to the task at hand. Relevancy should be established based on 
research-backed demonstration of the causal influence of the data to the specific use case or justified more generally 
based on a reasonable expectation of usefulness in the domain and/or for the system design or ongoing 
development. 

o Derived data sources tracked and reviewed carefully - Data that is derived from other data through the use of 
algorithms, such as data derived or inferred from prior model outputs, should be identified and tracked 

o Data refuse limits in sensitive domains - Data from some domains, including criminal justice data and data indicating 
adverse outcomes in domains such as finance, employment, and housing, is especially sensitive, and in some cases 
its reuse is limited by law. Accordingly, such data should be subject to extra oversight to ensure safety and efficacy. 

Demonstrate the safety and effectiveness of the system 
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o Independent evaluation - Automated systems should be designed to allow for independent evaluation (e.g., via 
application programming interfaces). Independent evaluators, such as researchers, journalists, ethics review boards, 
inspectors general, and third-party auditors, should be given access to the system and samples of associated data, 
in a manner consistent with privacy, security, law, or regulation (including, e.g., intellectual property law), in order to 
perform such evaluations. 

o Reporting - Entities responsible for the development or use of automated systems should provide regularly-updated 
reports 

Algorithmic 
discrimination 
protections 

Protect the public from algorithmic discrimination in a proactive and ongoing manner 
o Proactive assessment of equality in design - Those responsible for the development, use, or oversight of automated 

systems should conduct proactive equity assessments in the design phase of the technology research and 
development or during its acquisition to review potential input data, associated historical context, accessibility for 
people with disabilities, and societal goals to identify potential discrimination and effects on equity resulting from the 
introduction of the technology. 

o Representative and robust data - Any data used as part of system development or assessment should be 
representative of local communities based on the planned deployment setting and should be reviewed for bias based 
on the historical and societal context of the data. Such data should be sufficiently robust to identify and help to 
mitigate biases and potential harms. 

o Guarding against proxies - In many cases, attributes that are highly correlated with demographic features, known as 
proxies, can contribute to algorithmic discrimination. In cases where use of the demographic features themselves 
would lead to illegal algorithmic discrimination, reliance on such proxies in decision-making (such as that facilitated 
by an algorithm) may also be prohibited by law. Proactive testing should be performed to identify proxies by testing 
for correlation between demographic information and attributes in any data used as part of system design, 
development, or use. I 

o Ensure accessibility during design, development, and deployment - Systems should be designed, developed, and 
deployed by organizations in ways that ensure accessibility to people with disabilities. 

o Disparity assessment - Automated systems should be tested using a broad set of measures to assess whether the 
system components, both in pre-deployment testing and in-context deployment, produce disparities. 

o Disparity mitigation - When a disparity assessment identifies a disparity against an assessed group, it may be 
appropriate to take steps to mitigate or eliminate the disparity. 

o Ongoing monitoring and mitigation - Automated systems should be regularly monitored to assess algorithmic 
discrimination that might arise from unforeseen interactions of the system with inequities not accounted for during the 
pre-deployment testing, changes to the system after deployment, or changes to the context of use or associated 
data. Monitoring and disparity assessment should be performed by the entity deploying or using the automated 
system to examine whether the system has led to algorithmic discrimination when deployed. 

Demonstrate that the system protects against algorithmic discrimination 
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o Independent evaluation - entities should allow independent evaluation of potential algorithmic discrimination caused 
by automated systems they use or oversee. In the case of public sector uses, these independent evaluations should 
be made public unless law enforcement or national security restrictions prevent doing so. Care should be taken to 
balance individual privacy with evaluation data access needs; in many cases, policy-based and/or technological 
innovations and controls allow access to such data without compromising privacy 

o Reporting - Entities responsible for the development or use of automated systems should provide reporting of an 
appropriately designed algorithmic impact assessment 

Data privacy Protect privacy by design and by default 
o Privacy by design and by default - Automated systems should be designed and built with privacy protected by 

default. Privacy risks should be assessed throughout the development life cycle, including privacy risks from 
reidentification, and appropriate technical and policy mitigation measures should be implemented. 

o Data collection and use-case scope limits - Data collection should be limited in scope, with specific, narrow identified 
goals, to avoid "mission creep." Anticipated data collection should be determined to be strictly necessary to the 
identified goals and should be minimized as much as possible. 

o Risk identification and mitigation - Entities that collect, use, share, or store sensitive data should attempt to 
proactively identify harms and seek to manage them so as to avoid, mitigate, and respond appropriately to identified 
risks. 

o Privacy-preserving security - Entities creating, using, or governing automated systems should follow privacy and 
security best practices designed to ensure data and metadata do not leak beyond the specific consented use case. 
Best practices could include using privacy-enhancing cryptography or other types of privacy-enhancing technologies 
or fine-grained permissions and access control mechanisms, along with conventional system security protocols. 

Protect the public from unchecked surveillance 
o Highlighted oversight of surveillance - Surveillance or monitoring systems should be subject to heightened oversight 

that includes at a minimum assessment of potential harms during design (before deployment) and in an ongoing 
manner, to ensure that the American public’s rights, opportunities, and access are protected.  

o Limited and proportionate surveillance - Surveillance should be avoided unless it is strictly necessary to achieve a 
legitimate purpose and it is proportionate to the need. Designers, developers, and deployers of surveillance systems 
should use the least invasive means of monitoring available and restrict monitoring to the minimum number of 
subjects possible. 

o Scope limits on surveillance to protect rights and democracy values -  Civil liberties and civil rights must not be 
limited by the threat of surveillance or harassment facilitated or aided by an automated system. Surveillance systems 
should not be used to monitor the exercise of democratic rights, such as voting, privacy, peaceful assembly, speech, 
or association, in a way that limits the exercise of civil rights or civil liberties. 

Provide the public with mechanisms for appropriate and meaningful consent, access, and control over their data 
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o Use-specific consent - Consent practices should not allow for abusive surveillance practices. Where data collectors 
or automated systems seek consent, they should seek it for specific, narrow use contexts, for specific time durations, 
and for use by specific entities. 

o Brief and direct consent requests - When seeking consent from users short, plain language consent requests should 
be used so that users understand for what use contexts, time span, and entities they are providing data and 
metadata consent. User experience research should be performed to ensure these consent requests meet 
performance standards for readability and comprehension. 

o Data access and correction - People whose data is collected, used, shared, or stored by automated systems should 
be able to access data and metadata about themselves, know who has access to this data, and be able to correct it if 
necessary.  

  
o Consent withdrawal and data deletion - Entities should allow (to the extent legally permissible) withdrawal of data 

access consent, resulting in the deletion of user data, metadata, and the timely removal of their data from any 
systems (e.g., machine learning models) derived from that data 

o Automated system support - Entities designing, developing, and deploying automated systems should establish and 
maintain the capabilities that will allow individuals to use their own automated systems to help them make consent, 
access, and control decisions in a complex data ecosystem 

Demonstrate that data privacy and user control are protected 
o Independent evaluation - entities should allow independent evaluation of the claims made regarding data policies. 

These independent evaluations should be made public whenever possible. Care will need to be taken to balance 
individual privacy with evaluation data access needs. 

o Reporting - When members of the public wish to know what data about them is being used in a system, the entity 
responsible for the development of the system should respond quickly with a report on the data it has collected or 
stored about them. Such a report should be machine-readable, understandable by most users, and include, to the 
greatest extent allowable under law, any data and metadata about them or collected from them, when and how their 
data and metadata were collected, the specific ways that data or metadata are being used, who has access to their 
data and metadata, and what time limitations apply to these data. In cases where a user login is not available, 
identity verification may need to be performed before providing such a report to ensure user privacy. Additionally, 
summary reporting should be proactively made public with general information about how peoples’ data and 
metadata is used, accessed, and stored. 

Extra protection for data related to sensitive domains (health, employment, education, criminal justice, and personal finance) 
See Appendix A 
Provide enhanced protections for data related to the sensitive domains 

o Necessary functions only – Sensitive data should only be used for functions strictly necessary for that domain or for 
functions that are required for administrative reasons (e.g., school attendance records), unless consent is acquired, if 
appropriate, and the additional expectations in this section are met. Consent for non necessary functions should be 
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optional, i.e., should not be required, incentivized, or coerced in order to receive opportunities or access to services. 
In cases where data is provided to an entity (e.g., health insurance company) in order to facilitate payment for such a 
need, that data should only be used for that purpose 

o Ethical review and use prohibitions- Any use of sensitive data or decision process based in part on sensitive data that 
might limit rights, opportunities, or access, whether the decision is automated or not, should go through a thorough 
ethical review and monitoring, both in advance and by periodic review (e.g., via an independent ethics committee or 
similarly robust process). 

o Data quality - In sensitive domains, entities should be especially careful to maintain the quality of data to avoid 
adverse consequences arising from decision-making based on flawed or inaccurate data. Such care is necessary in 
a fragmented, complex data ecosystem and for datasets that have limited access such as for fraud prevention and 
law enforcement. 

o Limit access to sensitive data and derived data - Sensitive data and derived data should not be sold, shared, or 
made public as part of data brokerage or other agreements. 

o Reporting - In addition to the reporting on data privacy (as listed above for non-sensitive data), entities developing 
technologies related to a sensitive domain and those collecting, using, storing, or sharing sensitive data should, 
whenever appropriate, regularly provide public reports describing: any data security lapses or breaches that resulted 
in sensitive data leaks; the number, type, and outcomes of ethical pre-reviews undertaken; a description of any data 
sold, shared, or made public, and how that data was assessed to determine it did not present a sensitive data risk; 
and ongoing risk identification and management procedures, and any mitigation added based on these procedures. 
Reporting should be provided in a clear and machine-readable manner. 

Notice and 
Explanation 

Provide clear, timely, understandable, and accessible notice of the use and explanations 
o Generally accessible plain language documentation - The entity responsible for using the automated system should 

ensure that documentation describing the overall system (including any human components) is public and easy to 
find. The documentation should describe, in plain language, how the system works and how any automated 
component is used to determine an action or decision. It should also include expectations about reporting described 
throughout this framework, such as the algorithmic impact assessments described as part of Algorithmic 
Discrimination Protections. 

o Accountable - Notices should clearly identify the entity responsible for designing each component of the system and 
the entity using it 

o Timely and up-to-date - Users should receive notice of the use of automated systems in advance of using or while 
being impacted by the technology. An explanation should be available with the decision itself, or soon thereafter. 
Notice should be kept up-to-date and people impacted by the system should be notified of use case or key 
functionality changes. 

o Brief and clear - Notices and explanations should be assessed, such as by research on users’ experiences, including 
user testing, to ensure that the people using or impacted by the automated system are able to easily find notices and 
explanations, read them quickly, and understand and act on them. 
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Provide explanations as to how and why a decision was made or an action was taken by an automated system 
o Tailored to the purpose - Explanations should be tailored to the specific purpose for which the user is expected to 

use the explanation, and should clearly state that purpose. An informational explanation might differ from an 
explanation provided to allow for the possibility of recourse, an appeal, or one provided in the context of a dispute or 
contestation process. 

o Tailored to the target of the explanation - Explanations should be targeted to specific audiences and clearly state that 
audience. An explanation provided to the subject of a decision might differ from one provided to an advocate, or to a 
domain expert or decision maker. Tailoring should be assessed (e.g., via user experience research). 

o Tailored to the level of risk – An assessment should be done to determine the level of risk of the automated system. 
In settings where the consequences are high as determined by a risk assessment, or extensive oversight is expected 
(e.g., in criminal justice or some public sector settings), explanatory mechanisms should be built into the system 
design so that the system’s full behaviour can be explained in advance (i.e., only fully transparent models should be 
used), rather than as an after-the-decision interpretation. In other settings, the extent of explanation provided should 
be tailored to the risk level. 

o Valid - The explanation provided by a system should accurately reflect the factors and the influences that led to a 
particular decision and should be meaningful for the particular customization based on purpose, target, and level of 
risk. 

Demonstrate protections for notice and explanation 
o Reporting - Summary reporting should document the determinations made based on the above considerations, 

including: the responsible entities for accountability purposes; the goal and use cases for the system, identified 
users, and impacted populations; the assessment of notice clarity and timeliness; the assessment of the 
explanation's validity and accessibility; the assessment of the level of risk; and the account and assessment of how 
explanations are tailored, including to the purpose, the recipient of the explanation, and the level of risk. 
Individualized profile information should be made readily available to the greatest extent possible that includes 
explanations for any system impacts or inferences. Reporting should be provided in a clear plain language and 
machine-readable manner. 

Human Alternatives, 
consideration, and 
feedback 

Provide a mechanism to conveniently opt from automated systems in favour of a human alternative, where appropriate 
o Brief, clear, accessible notice and instructions – Those impacted by an automated system should be given a brief, 

clear notice that they are entitled to opt-out, along with clear instructions for how to opt-out. Instructions should be 
provided in an accessible form and should be easily findable by those impacted by the automated system. 

o Human alternatives provided when appropriate - In many scenarios, there is a reasonable expectation of human 
involvement in attaining rights, opportunities, or access. When automated systems make up part of the attainment 
process, alternative timely human-driven processes should be provided. The use of a human alternative should be 
triggered by an opt-out process. 

o Timely and not burdensome human alternative - Opting out should be timely and not unreasonably burdensome in 
both the process of requesting to opt-out and the human-driven alternative provided. 
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Provide timely human consideration and remedy by a fallback and escalation system in the events that an automated 
system fails, produces errors, or you would like to appeal or contest its impacts on you 

o Proportionate – The availability of human consideration and fallback, along with associated training and safeguards 
against human bias, should be proportionate to the potential of the automated system to meaningfully impact rights, 
opportunities, or access. 

o Accessible – Mechanisms for human consideration and fallback, whether in-person, on paper, by phone, or 
otherwise provided, should be easy to find and use. 

o Convenient – Mechanisms for human consideration and fallback should not be unreasonably burdensome as 
compared to the automated system’s equivalent. 

o Equitable – Consideration should be given to ensuring outcomes of the fallback and escalation system are equitable 
when compared to those of the automated system and such that the fallback and escalation system provides 
equitable access to underserved communities 

o Timely – Human consideration and fallback are only useful if they are conducted and concluded in a timely manner. 
The determination of what is timely should be made relative to the specific automated system, and the review system 
should be staffed and regularly assessed to ensure it is providing timely consideration and fallback. 

o Effective – The organizational structure surrounding processes for consideration and fallback should be designed so 
that if the human decision-maker charged with reassessing a decision determines that it should be overruled, the 
new decision will be effectively enacted. 

o Maintained – The human consideration and fallback process and any associated automated processes should be 
maintained and supported as long as the relevant automated system continues to be in use 

Institute training, assessment, and oversight to oversight to combat automation bias and ensure any human-based 
components of a system are effective 

o Training and assessment – Anyone administering, interacting with, or interpreting the outputs of an automated 
system should receive training in that system, including how to properly interpret outputs of a system in light of its 
intended purpose and in how to mitigate the effects of automation bias. 

o Oversight – Human-based systems have the potential for bias, including automation bias, as well as other concerns 
that may limit their effectiveness. The results of assessments of the efficacy and potential bias of such human-based 
systems should be overseen by governance structures that have the potential to update the operation of the human-
based system in order to mitigate these effects. 

Implement additional human oversight and safeguard for automated systems related to sensitive domains 
o Narrowly scoped data and inferences – Human oversight should ensure that automated systems in sensitive 

domains are narrowly scoped to address a defined goal, justifying each included data item or attribute as relevant to 
the specific use case. 

o Tailored to the situation – Human oversight should ensure that automated systems in sensitive domains are tailored 
to the specific use case and real-world deployment scenario, and evaluation testing should show that the system is 
safe and effective for that specific situation 
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o Human consideration before any high-risk decision – Automated systems, where they are used in sensitive domains, 
may play a role in directly providing information or otherwise providing positive outcomes to impacted people. 
However, automated systems should not be allowed to directly intervene in high-risk situations, such as sentencing 
decisions or medical care, without human consideration. 

o Meaningful access to examine the system - Designers, developers, and deployers of automated systems should 
consider limited waivers of confidentiality (including those related to trade secrets) where necessary in order to 
provide meaningful oversight of systems used in sensitive domains, incorporating measures to protect intellectual 
property and trade secrets from unwarranted disclosure as appropriate. 

Demonstrate access to human alternatives, consideration, and fallback  
o Reporting - Reporting should include an assessment of timeliness and the extent of additional burden for human 

alternatives, aggregate statistics about who chooses the human alternative, along with the results of the assessment 
about brevity, clarity, and accessibility of notice and opt-out instructions. Reporting on the accessibility, timeliness, 
and effectiveness of human consideration and fallback should be made public at regular intervals for as long as the 
system is in use. 

AI Regulation in 
Japan 

  

Requirement Description - Requirements 

Ownership/intellectual 
property rights 
regarding AI  

Learning Stage  
o Raw data 
o Training Data 
o Program of learning 
o Learned model 
o Learned parameters 
o Inference program 

Usage Stage 
o AI product is in the presence of creative contribution or creative intent by humans -> The AI user who has made the 

creative contribution (e.g., using a digital camera as a tool to produce a photograph as a work or the input to the 
system) is basically recognized as the right holder of the AI product under the Copyright Act and the Patent Act. This 
applies to the training data, AI program 

o AI product is in the absence of creative contribution by or creative intent of human -> In such a case the AI product 
should not be regarded as a work or an invention and should not be protected under the Copyright Act and Patent 
Act. 

o Misleading AI-created content -> the right in and to an AI product vary greatly depending on whether human creative 
contribution is admitted in the AI product production process.  
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Competition 
  

o Algorithm cartels - > The cartel activity using algorithms can be dealt with under current antitrust laws in many cases, 
it is necessary to contribute to monitor changes in technology, trends in their use, and related cases for autonomous 
machine. 

o Data aggregation and anti-competition effect -> When analysing the anti-competition effect resulting from the 
aggregation of data, certain factors must be taken into consideration. Factors are 1) whether there is an alternative 
method to obtain such data; 2) economic analysis on the usage of data, 3) correlation with AI. 

o Enforcement against digital-related vertical restrains -> Carefully watching the digital platforms in Japan for horizontal 
restrictions (i.e. cartels) and vertical restrictions (i.e. abuse of superior bargaining position).  

Data protection under 
the Act on Protection of 
Personal Information 

o Collection of personal data ->consent from the data subject is not required upon collection of the personal data from 
such data subjects (except from sensitive personal data). However, the purpose of use must either be disclosed or 
notified to the data subject prior to collection and proper collection of personal data is required.  

o Use of personal data -> The use of personal data by the business is limited to the purpose of use disclosed or 
notified to the data subject.  

o Transfer of personal data -> Under the Act on Protection of Personal Information, if a business is transferring 
personal data to a third party, such business must obtain the prior consent of the data subject, unless such transfer 
falls under exception specified under the Act. 

Regulation/Government 
intervention (covers 
regulations with respect 
to AI, big data, and 
deep learning) 
  

o Special law on automated driving -> Japan aims for Level 4 automated driving on express highways for private cars 
by 2025. The Road Transport Vehicle Act and the Road Traffic Act ate the two most relevant regulations supporting 
the use of AI in automated driving. 

o Special laws on AI development and utilization of data -> In Japan laws have been enacted and amended to further 
promote AI development and data utilization. The Act on Anonymously Processed Medical Information to Contribute 
to Research and Development in Medical Field came into force in May 2018. Universities and research institutes can 
utilize patients’ medical information in a more flexible manner. The Telecommunication Business Act effective April 
2022 is to place cyber security measures on IoT devices. The Platform Transparency Act becomes effective on Feb 
1 2021. 

o Guidelines for AI -> The government is publishing various guidelines to facilitate the utilization of AI technology and 
big data. Guides on the Contract (Contract guidelines for AI and Data), Government guidelines for Implementing AI 
Principles for AI businesses.  

Civil liability 
  

o AI and civil liability 
o Liability of AI users 
o Liability of AI manufacturers 

 



 

 

A.4 Analysis of the AI Act mandatory requirements and 

development of an AI Act-informed analytical framework  

The basis for our analysis in this phase is the AI Act and its mandatory requirements. This is to 

ensure that the label we analyze is highly compatible with the AI Act requirements. Therefore, we 

briefly analysed the mandatory requirements from the AI Act and use the analysis to develop an 

analytical framework to assist us with the analysis of the trust initiatives.  

Brief content analysis of the AI Act mandatory requirements – Figure 8 presents the screenshot of 

the analysis excel sheet. After careful analysis of the requirements by two partners in the task, we 

found that some of the requirements are either too specific/detailed or too broad, some are in nutshell 

and some are statements. What we were looking was the list of specific requirements that are 

definable and measurable. The last column of the sheet, we identified these items by stating 1 and 

left the rest in blank. These have formed our analytical framework for analysis of the trust initiatives 

in the context of the AI Act.  

To test the emerged framework, we used two initiatives 1. The VDE AI Trust Label, and 2. The World 

Economic Forum trust initiative. The aim of this testing was to find out whether or not the elements 

of the framework is capable of analysing these labels.  

The analytical framework emerged from this is presented in Figure 9.   
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Figure 8 AI Act Article 9 to 15 brief content analysis 

AI Act-informed Analytical framework is shown in Figure 9.



 

 

 

 

 

Figure 9 Analytical framework informed by the AI Act 



 

 

A.5  Descriptions of the short-listed AI Trust Labels 
Table 7 Description of the shortlisted AI Trust self-regulatory initiatives 

Name Type Sector Scope Short Description 

The AI Trust 
Label (VDE)  

Label Generic Germany Inspired by the EU energy-efficiency label. It 
shows a rating of an AI system’s ethical 
characteristics based on six ethical values. 

Mandatory 
Labelling 
Scheme  

 
Label 

 
Generic  

 
Germany 

The German Data Ethics Commission 
recommended the introduction of a mandatory 
labelling scheme for algorithmic systems of 
enhanced criticality, with the view that this would 
oblige operators to make it clear whether, when 
and to what extent algorithmic systems are being 
used. 

Open Ethics 
Label 
 

 
Label 

 
Data & 
decision 
technolo
gy 

 
Europe 

The Open Ethics label aims to strengthen users’ 
trust in AI systems by encouraging and supporting 
AI transparency. For the consumer, this label 
provides information to enable better decision-
making; for software developers, the label is a 
type of disclosure tool to provide information 
about their product. 

Certification 
System for AI 
Applications 
(Fraunhofer 
Institute)  

 
Certificate 
and quality 
mark 

 
Generic  

 
Germany 

The AI certification (Fraunhofer Institute) consists 
of a certification system and quality mark to signal 
the technical reliability of an AI system and 
responsible usage from an ethical and legal 
perspective. Furthermore, it aims to facilitate 
comparison between different products and help 
promote open competition in AI. 

Z-Inspection   
Audit 
process 

 
Generic  

 
Europe 

Z-Inspection is an audit process that assesses 
whether an AI system is trustworthy. The process 
is based on applied ethics and uses the definition 
of trustworthy AI put forward by the European 
Commission’s AI HLEG. The process is designed 
to be applied to a variety of sectors in which AI 
systems could be used, such as business, 
healthcare and the public sector 

Swiss Digital 
Trust Label  

 
Trust mark 

 
Generic  

 
Swiss 

Denotes the trustworthiness of a digital service in 
clear, visual, and plain, non-technical language 
for consumers. 

Malta’s National 
AI Certification 
Framework  

 
Certificate 
and audit 

 
AI sector 

 
Malta 

The certification aims to build trust and 
transparency for key by providing valuable 
information about AI in their marketplace to signal 
that their AI systems have been developed 
ethically, transparently and in a socially 
responsible manner. 

EU Certification 
for ‘Trusted AI’ 
Products  

 
Certificate 

 
Generic  

 
EU 

Certification for trustworthy AI applications, where 
products are tested for resilience, safety and 
absence of prejudice, discrimination, or bias. 

Responsible 
Artificial 
Intelligence 
Institute 
Certification 
Beta (RAII)  

 
Certificate 

 
Generic  

 
Global 

The RAI Certification Beta is an independent 
certification programme for the responsible and 
trusted use of AI systems. The certification aims 
to increase trust among end users by signalling 
that the AI system was built following specific 
standards. 
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Ethics 
Certification 
Program for 
Autonomous 
and Intelligent 
Systems 
(ECPAIS)  

Certificate Generic  Global ECPAIS consists of a certification system that 
aims to signal to stakeholders in different sectors 
whether an AI system is safe, ethical, and 
trustworthy. Ultimately the certification aims to 
promote responsible innovation in AI systems. 

Certificate of 
Fairness for AI 
Systems [46] 

Certificate Generic  United 
Kingdom 

A certificate of fairness for AI systems alongside a 
kite mark type scheme to display it, with criteria to 
be defined at the industry level. The certification 
helps build an AI that avoids algorithms 
discriminating against women and ethnic 
minorities. 

A.6 Detailed analysis of the short-listed AI Trust initiatives  

Here is the analysis of the short-listed initiatives according to Foundations, Functions, Target Users, 

Stages of Development, Transparency Mechanisms, and Audit Structure. 

 

Foundation – Some initiatives, including the AI ethics label, Mandatory Labelling, and Swiss Digital 

Trust Label, have adopted the most cited general ethical frameworks, values, and principles.  Other 

initiatives, such as the Certificate of Fairness for AI Systems, are based on existing frameworks such 

as Data Ethics Framework and Trustworthy AI Framework [34]. Yet, other initiatives, including the 

Certificate of Fairness for AI systems and The Ethics Certification Program for Autonomous and 

Intelligent Systems (ECPAIS), focus on algorithmic discrimination [35]. We also observed that 

regional norms and Western democratic values were the foundation of some initiatives (e.g. Z-

Inspection). The RAI Certification is grounded in the Organisation for Economic Co-operation and 

Development (OECD) AI principles, which incorporate human rights objectives, good technology 

practices, and an emphasis on accountability and oversight. The Trusted AI product is based on the 

framework for achieving Trustworthy AI and fundamental rights as enshrined in the Charter of 

Fundamental Rights of the European Union (EU Charter). Malta has published its own ethical AI 

Framework to systems developers and users with a platform to showcase AI systems and 

applications that followed the framework (Table 8). 

 

Functions –All the initiatives in this article share a common goal: to foster more ethical AI systems 
by providing a benchmark to evaluate them [41]. All the initiatives aim to 1) increase users trust in 
AI systems and applications through providing easy to understand information on the quality of the 
system and its trustworthiness; 2) increase competition among developers and companies by 
providing them with tools to use to transparently compare different AI systems; and 3) help AI system 
developers to better understand how they can comply with the standards for AI [29]. They provide 
information, either offering guidance to technology designers and companies about which ethical 
considerations must be considered or informing consumers on what to look for when choosing AI 
products and services [41] (Table 8).  

Target Users – There are different target users for the existing initiatives. However, they target two 
broad groups: companies developing the AI systems and users or consumers who buy, use, or 
deploy the AI systems. First, labels allow companies to create and develop AI systems and solutions 
that uphold good practices and meet the regulatory requirements of the AI ecosystem. Secondly, 
labels allow users of AI systems to make informed choices and decisions that are align with the 
consumer values [37]. The full potential of a label will be unleashed if it is widely used by AI systems 
developers and gains recognition and acceptance among end users (Table 8).  
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Stages of development - The initiatives discussed in this section span different stages of 
development, from early-stage proposals to fully operational initiatives. However, many are yet to 
gain widespread acceptance and use (Table 8).  

Transparency mechanisms - The initiatives shortlisted and analysed in this paper address trust 
and transparency through three core elements: 1) allowing consumers and the public to know when 
the AI system is being used (Transparent operation), 2) providing sufficient information on the label 
to support human decision making, and 3) signalling to consumers and users that the AI system has 
gone through some degree of human oversight (Table 8).   

Audit structure – We studied the labels through an internal audit lens designed to be used by 
stakeholders tasked with the safe and trustworthy development and delivery of the AI system. This 
is shown in Table 5. Results show that there was no clear structure, framework, or model setting out 
the audit process for the stakeholders adopting the labels. Moreover, results show that AI trust self-
regulatory initiatives can and should address several elements. This includes 1) the regulatory scope 
that the label is aiming at, 2) the type of the system being audited, 3) the label’s approach to self-
regulation, 4) the method of assessment, 5) the label visualisation or form of the label that best suits 
the stakeholders it is addressing (see Section 3 for the three possible forms for the presentation of 
the trust label and certificate for AI systems), and 6) the auditor and reassessment schedule (Table 
9). 



 

 

Table 8 Detailed analysis of the shortlisted initiatives 

Name Foundations Functions Target users Stages  Key requirements Transparency  

The AI Trust 
Label 

Global ethical principles 
and guidelines [32], [35] 

Incorporating values 
into algorithmic 
decision-making and 
measuring the 
fulfilment of values 

End 
consumers, 
companies 
and 
government 
organisations 

Proposed 
(conceptual) 
(Proposed in 
2020) 

Transparency; 
Accountability; Privacy; 
Justice; Reliability; 
Environmental 
sustainability 

Transparent 
operation, Human 
intervention and 
oversight 

Mandatory 
Labelling 
Scheme 

Basic values, rights and 
freedoms enshrined in the 
German Constitution and 
in the Charter of 
Fundamental Rights of the 
European Union [38] 

Data and algorithmic 
considerations  

Algorithmic 
systems of 
enhanced 
criticality 

Proposed 
(conceptual) 
(Proposed in 
2019) 

Whether, when and to 
what extent algorithmic 
systems are being used 

Human oversight 

Open Ethics 
Label 
  

Pre-existing frameworks, 
such as Data Ethics 
Framework and 
Trustworthy AI Framework 
[39] 

Informing consumers Developers 
and product 
owners of an 
AI system 

Operational 
(Developed in 
2017) 

How the system uses 
data, How the system 
processes the data, 
What decisions the 
system makes 

Transparency of 
system 
performance 
criteria, 
Transparent 
operation 

Certification 
System for AI 
Applications 

IT, philosophy, and 
law  [40] 

Responsible AI 
promotion and 
adoption in finance, 
health care, HR, and 
procurement 

Developers, 
providers, 
users, 
consumers 

In progress 
(Developed in 
2020) 

Fairness; 
Transparency; 
Autonomy and control; 
Data protection; 
Security; Reliability 

Human oversight, 
Transparent 
operation 

Z-Inspection  Regional norms and 
Western democratic 
values [34] 

Offering guidance to 
technology designers 
and companies 

Developers, 
users, the 
public 

Proposed 
(conceptual) 
(Proposed in 
2020) 

Human agency and 
oversight; Technical 
robustness and safety; 
Privacy and data 
governance; 
Transparency; 
Diversity, non-
discrimination, and 
fairness; Societal and 
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environmental 
wellbeing; 
Accountability; 
Assessment of EU 
democratic values; 
Avoiding concentration 
of power 

Swiss Digital 
Trust Label  

Ethical values and 
principles related to data 
protection law, privacy 
law, consumer protection 
law and competition law 
[41] 

To signal to the 
consumer their 
commitment to and 
good practices around 
digital security and 
data handling 

Consumers Operational 
  

Security; Data 
protection; Reliability; 
Fair user interaction 

Transparency of 
system 
performance 
criteria, 
Transparent 
operation 

Malta’s 
National AI 
Certification 
Framework  

Malta’s ethical AI 
Framework, Towards 
Trustworthy AI [42] 

To create the 
conditions for AI to 
springboard from 
Malta to the world 

Practitioners 
and 
companies 

Proposed 
(conceptual) 
(Proposed in 
2019) 

Human agency; Privacy 
and data governance; 
Explainability and 
transparency; Well- 
being Accountability; 
Fairness and being 
unbiased; Performance 
and safety 

Human 
intervention, 
Human oversight, 
Transparent 
operation 

EU 
Certification 
for ‘Trusted 
AI’ Products 
  

Charter of Fundamental 
Rights of the European 
Union (EU Charter) and in 
relevant international 
human rights law  [43] 

To offer guidance on 
fostering and securing 
ethical and robust AI 
and operationalise 
ethical principles in 
sociotechnical 
systems 

Public In progress 
(It was in the 
pilot phase in 
2019) 
  

Resilience; Safety; 
Absence of prejudice, 
discrimination, or bias 

Human oversight, 
Transparency of 
system 
performance 
criteria 

Responsible 
Artificial 
Intelligence 
Institute 
Certification 
Beta  

Grounded in OECD AI 
principles (human rights 
objectives, good 
technology practices, and 
an emphasis on 
accountability and 
oversight) [44] 

To assess the data, 
model, and contextual 
deployment of the 
system as these are 
all factors in the 
efficacy, fairness, or 
usefulness of the 
system 

Organisations, 
Senior 
executives, 
compliance 
officers, 
procurement 
officers, 
regulators, 

In progress 
(Developed in 
2019. 
beta version 
launched in 
2021) 

Robustness; 
Accountability; Bias 
and fairness; Data 
quality; Explainability; 
Interpretability 

Human oversight 
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investors, 
consumers, 
trusted 
integrators 

Ethics 
Certification 
Program for 
Autonomous 
and 
Intelligent 
Systems 

Transparency, 
Accountability, and 
Privacy (TAP) 
framework  [45] 

Recommendation for 
CTA/CTT developers 
and users to promote 
ethical integrity in the 
design, development, 
implementation, 
operation, 
maintenance, 
retirement, and 
regulatory processes 
within this emerging 
domain 

Cities, and 
public and 
private 
organisations 
in diverse 
sectors 

Operational 
(Developed in 
2018; criteria 
launched in 
2020) 

Transparency. 
Accountability; 
Reduction in 
algorithmic bias in 
autonomous and 
intelligent systems 

Human oversight, 
Transparent 
operation 

Certificate of 
Fairness for 
AI Systems 

United Nation’s Universal 
Declaration of Human 
Rights  [46] 

Recommendation to 
developers 

Women  Proposed 
(conceptual) 
(Proposed in 
2019) 

Criteria to be defined at 
industry level.  

Human oversight, 
Transparent 
operation 



 

 

 
Table 9 Audit structure of the shortlisted initiatives 

Name Regulatory Scope Types of 
systems  

Approach Method of 
assessment 

Visualisation Auditor & Reassessment 

The AI 
Trust  Label 
(VDE)  

AI 
System/Operationa
l level 

AI systems 
(independent of 
the risk posed) 

Risk and 
Value-based 

Value-Criteria-
Indicators-Observable 
Model 

Trust Score Self-assessed, Third-
party;  
Regular assessment 

Mandatory 
Labelling 
Scheme 

Data and 
Algorithmic 
systems 

AI systems Risk-based Criticality pyramid and 
risk-adapted regulatory 
system 

No info found Self-assessed; When 
needed 

Open Ethics 
Label  
  

Training data, 
Algorithm, Decision 
Space 

Medium and 
low-risk  

Risk-based  Open Ethics 
Transparency Protocol 

Trust Seal Self-assessed; When 
needed 

Certification 
System for AI 
Applications 
(Fraunhofer 
Institute)  

AI systems Certain 
application 
areas and risk 
classes 

Risk-based  No info found No info found Third-party (Neutral and 
accredited  inspectors); 
Assessment as required 

Z-Inspection  AI System/ System 
level 

AI systems Holistic and 
analytical 

Set up, Assess, and 
Resolve  

Trust Score Self-assessed; 
Assessment as required 

Swiss Digital 
Trust Label  

General digital 
services 

AI systems Practice-
based 

No info found Trust Score No info; Assessment as 
required 

Malta’s National 
AI Certification 
Framework  

AI-based solutions AI systems Risk and 
Value-based 

AI-specific Control 
Objectives and 
Evaluation Criteria 

No info found Third-party; Assessment 
as required 

EU Certification 
for ‘Trusted AI’ 
Products  

Consumer-facing 
AI systems 

AI systems Risk-based Trustworthy AI 
assessment list 

No info found Self-assessed; 
Assessment as required 

Responsible 
Artificial 
Intelligence 
Institute 
Certification 
Beta (RAII)  

AI System/ System 
level [44] 

AI systems Risk-based A set of 89 questions, 
response indicators, 
and evidence 
requirements 

Trust Seal  Third-party; Annual 
assessment 
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Ethics 
Certification 
Program for 
Autonomous 
and Intelligent 
Systems 
(ECPAIS)  

Autonomous and 
Intelligent Systems 
[45] 

High-risk Risk-based 
and 
Technology-
informed 

Risk-based conformity 
assessment 
satisfactory criteria 

Trust Seal (Level-
based) 

Self-assessed, Third party; 
Assessment as required 

Certificate of 
Fairness for AI 
Systems  

System algorithm 
[46] 

AI systems Value-based Algorithm Impact 
Assessments 

Textual Third-party; Assessment 
as required 

 

 



 

 

 

A.7 Analysis of the short-listed labels in the context of the AI Act  

Using the analytical framework, in Table 10, we show what requirements from the AI Act are covered 

by each trust label, and we further show where the strength of the label is with regards to their 

alignment with the AI Act using the coloured blocks both across the labels and the Articles.  

Risk Management - nine trust initiatives address the Risk Management requirements of the AI Act 

to some extent. For example, as shown in Figure 10 and Table 10, Mandatory Labelling Scheme, AI 

certification, Malta’s AI Certification, and RAI Certificate addressed at least three of the five 

requirements of the AI Act under Article 9.  

Data and Data Governance - nine initiatives also address the Data Governance requirements of 

the AI Act to some degree. For example, as shown in Table 10, AI certification (Fraunhofer Institute) 

and Trusted AI Product initiatives address at least five data governance requirements of the AI Act. 

However, the coverage of these requirements by the remaining initiatives is low as they address only 

one of the seven data governance requirements in the act.  

Technical Documentation - eight AI trust initiatives address the Documentation requirements of 

the AI Act to some degree. However, as shown in Figure 10 and Table 10, we found no evidence 

showing that the Open Ethics, Trusted AI Product, and ECPAIS cover the documentation 

requirements of the AI Act regarding the provision of detailed information to end users and the 

information on the system and its purpose for authorities to assess system compliance. The 

remaining initiatives address the importance of documenting and providing users and regulatory 

assessors with information on the technical and non-technical aspects of the AI system and 

application.  

Record Keeping - the Ethics Label and the Swiss Digital Trust Label initiatives have relatively 

greater coverage of the AI Act requirements in the areas of record keeping, monitoring, and 

traceability. This is followed by Malta’s AI Certification, Z-Inspect, and AI certification (Fraunhofer 

Institute). However, as shown in Figure 10 and Table 10, we found no evidence that the remaining 

initiatives address record-keeping requirements.  

Transparency - as seen from Figure 10 and Table 10, the AI certification, the Open Ethics, and the 

RAI Certificate cover at least three of the five AI Act transparency requirements under this article. 

However, these frameworks define and approach transparency differently. The transparency 

principle is fundamental to AI's ethical, safe, and responsible use. The notion of transparency in 

these frameworks also enables sustained awareness about inclusion and accountability in 

developing and adopting AI systems. For example, Malta has developed a certification framework to 

provide a standard mechanism to establish transparency and build trust amongst stakeholders of AI 

systems [54]. However, the transparency requirements of Malta’s AI Certification framework are 

categorised under the System Explicability to allow users to understand and challenge the AI 

system’s operation.  

Human Oversight - as shown in Figure 10 and Table 10, the human oversight component of 

ECPAIS, RAI Certificate, Fairness for AI Systems, and Ethics Label ensures that an AI system does 

not undermine human autonomy or cause other adverse effects. Human-in-the-Loop and Human-

in-Command are two mechanisms employed in the four frameworks. However, the Swiss Digital 

Trust Label, Open Ethics Label, and Z-Inspect Label appear not to cover human oversight 

requirements in the AI Act.   

Accuracy, Robustness, and Cybersecurity - as seen in Figure 10, Malta’s AI Certification, RAI 

Certificate, Swiss Digital Trust Label, and Ethics Label are found to be aligned with several 

requirements under Article 15. The remaining initiatives either do not comply with Article 15 or 

comply with a minimal number of requirements under this Article. Despite the significance of system 

accuracy, robustness, and cybersecurity measures, results presented in Table 8 show that this area 

is not well addressed due to accuracy, robustness, and cybersecurity being fragmented and 

implemented at different levels. According to Malta’s AI Certification, the implementation level and 

definition of accuracy and security are required in the AI system and use case context.



 

 

Table 10 AI Act requirements coverage by the short-listed AI trust initiatives 
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Figure 10 AI Act requirements coverage by each AI self-regulatory initiatives 

 

 

Figure 11 Self-regulatory initiatives coverage of the elements of the AI Act, the Bill of Rights, AIDA, and the AI Regulation in Japan 
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Annex B. Phase 2 – Review of the Indicators of Trust 

B.1 Analysis stages (synthesis) of trust indicators extracted from the initiatives 
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Figure 12 First synthesis of indicators and criteria from the labels – 1st round of analysis of extracted indicators from the labels – screenshot of the raw data from the excel 

 

 

Figure 13 Second synthesis of criteria – 2nd round of analysis of extracted indicators from the labels – screenshot of the raw data from the excel 
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Figure 14 Second synthesis of criteria - NVivo qualitative analysis generated 
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Table 11 Third synthesis - 3rd round of analysis that includes requirements associated with each grouped indicators and criteria from the labels 

Trust 
Indicators 

Criteria Requirements 

Accountability 
and Reliability 

Accountability Auditability 

Disclosure of Organizational Responsibilities 

Error Tolerance 

Institutional Liability 

Minimisation and reporting of negative impacts 

Organizational Governance 

Organizational Responsibility 

Redress 

Team Governance 

Technical Measures 

Trade-offs 

Explainability Communication 

Notification 

Recourse and Source Code 

System Operation 

Traceability 

Understanding the AI System’s Decisions or Functions 

Reliability Functional reliability 

Predictability and Safety 

Reliable service updates 

Resilience to service outage 

Socio-Technical Actors Affected 

Actor's Expectations 

Aim of the System 

Goals of actors’ actions 

Systems Operations Data Quality 
Data Relevance and Representativeness 
Human-in-the-Loop 
Model is Fit for Purpose 
System Scope and Function 

Impact  Human Dignity - 
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Sustainability Economic, ecological and social 
Environmental sustainability (A right to repair, Effect on the Environment, Resource-saving 
Infrastructure) 
Social impact 
Societal and Organisational Impact 
Society and Democracy 
Sustainable and environmentally friendly AI 

Well-being Social impact 
Society and democracy 
Sustainable and environmentally friendly AI 

Justice Degree of Autonomy and 
control 

- 

Democracy - 

Fairness Bias & Fairness (Bias and Fairness, Bias Detection, Bias Impacts, Bias Testing, Bias Training)  
Diversity, non-discrimination and fairness (Accessibility and universal design, Avoidance of unfair bias. 
Stakeholder Participation, Training Data) 
Fair User Interaction (Fair use of AI-based algorithms, Fair user interfaces, non-discriminating access) 

Human agency and 
oversight 

Fundamental rights 
Human agency 
Human oversight 

Justice and Solidarity  

Participatory Procedures  

Self-determination  

Privacy Consumer Protection Harms to Individuals 
Information Privacy 
Preserving the private sphere of life and public identity 
Privacy Standards 
Protections 
Right to Privacy 

Data governance Access to data 
Privacy and data protection 
Quality and data integrity 
User consent 

Security and 
Safety 

Cryptography Secure communication, data transmission and storage 
Vulnerability-breach monitoring-reporting 
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Robustness Accuracy 
Contingency Planning 
Cybersecurity 
Data Drift 
Fallback plan and general safety 
Reliability and Reproducibility 
Resilience to attack & security 
Resilience to attack and security 
Secure service set up, maintenance and update 
Secure user authentication 
System Acceptance Test is Performed 
System resilience to attacks and misuse 

Transparency Documentation and 
Accessibility 

Accessibility to transparent Information 
Information on usage of an AI application 
Documentation to enable Traceability 

Full Disclosure (System 
Level) 

Human vs. System Interaction 
Disclosure of origin of datasets 
Technical Explainability 
Transparency to the User and Data Subject 
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Figure 15 Third synthesis of criteria - NVivo qualitative analysis generated 
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Table 12 Trust indicator– results of the synthesis of criteria 

Trust Indicators Criteria Requirements Labels 

Accountability  Accountability Auditability Malta’s National AI Certificate; EU 
Certificate for ‘Trusted AI Product’ 

Disclosure of Organizational Responsibilities AI Trust Label 

Error Tolerance AI Trust Label 

Institutional Liability AI Trust Label 

Minimisation and reporting of negative impacts Malta’s National AI Certificate; EU 
Certificate for ‘Trusted AI Product’ 

Organizational Governance ECPAIS, RAII 

Organizational Responsibility AI Trust Label 

Redress Malta’s National AI Certificate; EU 
Certificate for ‘Trusted AI Product’ 

Team Governance Certificate of Fairness for AI Systems; 
RAII 

Technical Measures AI Trust Label 

Trade-offs EU Certificate for ‘Trusted AI Product’ 

Explainability Communication Malta’s National AI Certificate; RAII 

Notification RAII 

Recourse and Source Code Open Ethics Label; RAII 

System Operation Malta’s National AI Certificate 

Traceability Malta’s National AI Certificate 

Understanding the AI System’s Decisions or Functions Malta’s National AI Certificate; RAII 

Socio-Technical Actors Affected    
Z-Inspection 
  

Actor's Expectations 

Aim of the System 

Goals of actors’ actions 

Systems Operations Data Quality RAII 

Data Relevance and Representativeness RAII 

Human-in-the-Loop RAII 

Model is Fit for Purpose RAII 

System Scope and Function Malta’s National AI Certificate; RAII 
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Reliability Functional reliability   Swiss Digital Trust Label 

Predictability and 
Safety 

  AI Trust Label 

Reliable service 
updates 

  Swiss Digital Trust Label 

Resilience to service 
outage 

  Swiss Digital Trust Label 

Impact  Humiliation, Attachment 
and Empathy 

  Mandatory Labelling Scheme; Malta’s 
National AI Certificate 

Human Rights Human Rights Impact Assessment Swiss Digital Trust Label 

Environment A right to repair AI Trust Label 
  Effect on the Environment 

Resource-saving Infrastructure 

Environmentally friendly AI Malta’s National AI Certificate; EU 
Certificate for ‘Trusted AI Product’ 

Social   Certificate of Fairness for AI Systems; 
Mandatory Labelling Scheme; Malta’s 
National AI Certificate; EU Certificate 
for ‘Trusted AI Product’ 

Societal   EU Certificate for ‘Trusted AI Product’ 

Workplace   Certificate of Fairness for AI Systems 

Democratic Process   Mandatory Labelling Scheme; EU 
Certificate for ‘Trusted AI Product’ 

Fairness or Non-
discrimination 

Autonomy and Self-
determination 

-   

Fairness or non-
discrimination 

Bias (Bias and Fairness, Bias Detection, Bias Impacts, 
Bias Testing, Bias Training)  

EU certification for trusted AI products, 
RAII; AI Trust Label 

Diversity, non-discrimination and fairness (Accessibility 
and universal design, Avoidance of unfair bias. 
Stakeholder Participation, Training Data) 

Malta’s National AI Certificate; Open 
Ethics Label  

Fair User Interaction (Fair use of AI-based algorithms, 
Fair user interfaces, non-discriminating access) 

Swiss Digital Trust Label 

Human agency 
and oversight 

Human agency   Malta’s National AI Certificate 

Human oversight   EU Certification for trusted AI products; 
Malta’s National AI Certificate 
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Privacy and Data 
Governance 

Consumer Protection Harms to Individuals RAII 

Information Privacy AI Trust Label 

Privacy Standards AI Trust Label 

Right to Privacy Mandatory Labelling Scheme 

Preserving the private sphere of life and public identity ECPAIS 

Data governance Access to data EU Certification for trusted AI products; 
Malta’s National AI Certificate 

    Privacy and data protection Certification System for AI Applications, 
EU Certification for trusted AI products; 
Malta’s National AI Certificate 

Quality and data integrity EU Certification for trusted AI products; 
Malta’s National AI Certificate 

User consent Swiss Digital Trust Label 

Technical 
Robustness and 
Safety 

Cryptography Secure communication, data transmission and storage Swiss Digital Trust Label 

Vulnerability-breach monitoring-reporting Swiss Digital Trust Label 

Robustness Accuracy Malta’s National AI Certificate 

Contingency Planning RAII 

Cybersecurity AI Trust Label, Mandatory Labelling 
Scheme 

Data Drift RAII 

Fallback plan and general safety EU Certification for Trusted AI 
Products; Malta’s National AI Certificate 

Reliability and Reproducibility Malta’s National AI Certificate 

Resilience to attack & security EU Certification for Trusted AI 
Products; Malta’s National AI Certificate 

Secure service set up, maintenance and update Swiss Digital Trust Label 

Secure user authentication Swiss Digital Trust Label 

System Acceptance Test is Performed RAII 

Transparency Documentation and 
Accessibility 

Accessibility to transparent Information AI Trust Label; Certificate of Fairness 
for AI Systems 
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Information on usage of an AI application Certification System for AI Applications 

Documentation to enable Traceability Certification System for AI 
Applications;  EU Certification for 
Trusted AI Products; 

  

Full Disclosure (System 
Level) 

Human vs. System Interaction 
  

EU Certification for Trusted AI 
Products; 

Disclosure of origin of datasets 
  

AI Trust Label 

Technical Explainability 
  

EU Certification for Trusted AI 
Products; 

Transparency to the User and Data Subject RAII 

 

B.2 Detailed definitions of the requirements 
Table 13 Definitions of the trust indicators and requirements associated with each indicators 

Requirements Labels Definition/Description 

Auditability Malta’s National AI 
Certificate; EU 
Certificate for ‘Trusted 
AI Product’ 

Auditability entails the enablement of the assessment of algorithms, data and design processes. This 
does not necessarily imply that information about business models and intellectual property related to 
the AI 

Disclosure of 
Organizational 
Responsibilities 

AI Trust Label This entails if there is an institutionalised opportunity to provide anonymous information to relevant 
parties, responsibilities defined with respect to third parties (affected persons/users), if 
responsibilities for possible damage and liability cases documented, and if there a comprehensive 
logging of the design process 

Error Tolerance AI Trust Label There is a culture of dealing openly with mistakes within organisations 

Institutional Liability AI Trust Label This entails the availability of appropriate monetary means, an insurance policy and/or other forms of 
compensation in case of liability 
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Minimisation and 
reporting of 
negative impacts 

Malta’s National AI 
Certificate; EU 
Certificate for ‘Trusted 
AI Product’ 

ability to report on actions or decisions that contribute to a certain system outcome, and to respond to 
the consequences of such an outcome. Identifying, assessing, documenting and minimising the 
potential negative impacts of AI systems  

Organizational 
Governance 

ECPAIS, RAII Holding organizations and people behind entities in the integrated system of CTA/CTT to account 
through the fulfillment of ethical obligations (as set forth in this report) for their roles and decisions 
that impact the inputs, process, outputs, and ecosystem outcomes. 

Organizational 
Responsibility 

AI Trust Label Assignment of internal organisational responsibility 

Redress Malta’s National AI 
Certificate; EU 
Certificate for ‘Trusted 
AI Product’ 

When unjust adverse impact occurs, accessible mechanisms should be foreseen that ensure 
adequate redress.  

Team Governance Certificate of Fairness 
for AI Systems; RAII 

Independent review processes and ongoing monitoring of an AI system throughout its lifecycle.  

Technical 
Measures 

AI Trust Label Methods for complexity reduction of technical functions, to ensure internal traceability. Systems with 
a learning component to monitor system interaction with their environment. 

Trade-offs EU Certificate for 
‘Trusted AI Product’ 

This entails that relevant interests and values implicated by the AI system should be identified and 
that, if conflict arises, trade-offs should be explicitly acknowledged and evaluated in terms of their risk 
to ethical principles, including fundamental rights.  

Communication Malta’s National AI 
Certificate; RAII 

The extent to which people are appropriately informed about the inputs and outputs of the AI system. 
Communicate to end-users that they are interacting with an AI system rather than a human (e.g. by 
way of a label or disclaimer).  

Notification RAII The processes, if any, that are in place to notify a person when an automated decision has been 
made about them 

Recourse and 
Source Code 

Open Ethics Label; 
RAII 

The mechanisms available to end users to appeal the AI system’s decisions and/or outputs. And, 
access to source code allows programmers and skilled users to contribute to the solution. Providing 
information about algorithmic choices is a way to evaluate privacy and security risks associated with 
the application logic.  

System Operation Malta’s National AI 
Certificate 

Assessing and explaining the operation of the AI system to ensure that end-users and other affected 
individuals can understand the operation of the AI system, e.g., model interoperability, training and 
testing data 

Traceability Malta’s National AI 
Certificate 

This entails measures to ensure traceability, including Design and development, rogramming 
methods or how the model is built, Training methods, including which input data is collected and 
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selected and how, and Scenarios or cases used to test and validate e.., detail on data, Outcomes of 
the algorithmic system, Outcomes or decisions that could be made by or based on the algorithm. 

Understanding the 
AI System’s 
Decisions or 
Functions 

Malta’s National AI 
Certificate; RAII 

The extent to which the organization documents, reviews, and/or publishes additional system 
information 

Actors Affected   
  
Z-Inspection 
  

Usage scenarios are a useful tool to describe the aim of the system, the actors, their expectations, 
the goals of actors’ actions, the technology, and the context. socio-technical scenarios can also be 
used to broaden stakeholder understanding of one’s own role in understanding technology, as well 
as awareness of stakeholder interdependence. Actor's 

Expectations 

Aim of the System 

Goals of actors’ 
actions 

Data Quality RAII The strength of the AI system’s performance and accuracy alongside the types of data it uses. 

Data Relevance 
and 
Representativenes
s 

RAII The extent to which an AI system is used within or outside an organization and how many people it 
affects. 

Human-in-the-Loop RAII The extent of staff interaction with an AI system’s decision-making process. 

Model is Fit for 
Purpose 

RAII The sector/industry in which the AI system operates and that sector/industry’s associated risk level 
alongside what the AI system is programmed to do 

System Scope and 
Function 

Malta’s National AI 
Certificate; RAII 

This entails that the purpose for which the AI system is deployed in a particular area and the 
contexts, use cases, and limitations of the AI system is clear 

  Swiss Digital Trust 
Label 

The service shall provide its users with an extensive, easy-to-access, easy-to-understand description 
of its functionalities, and shall operate in strict accordance with this description.  

  AI Trust Label Predictability and safety as robustness and resilience (AI applications are considered reliable when 
they perform in intended ways as well as when they do not possess vulnerabilities to external 
attackers. Reliability is akin to the concept of predictability, meaning that systems can prevent 
manipulation of various kinds. AI security problems arise when AI applications have software 
vulnerabilities, when they are not resilient against cyberattacks, or when the integrity and 
confidentiality of personal data are being compromised. AI applications, no different from any other 
intricate pieces of software, have security vulnerabilities. In most cases, we are talking about data 
poisoning attacks, adversarial examples or the exploitation of other flaws in the design of 
autonomous systems) 
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  Swiss Digital Trust 
Label 

The service provider shall publish, in a way that is easy to access and understand for the user, the 
defined support period and the need for that support period. 

  Swiss Digital Trust 
Label 

Disaster recovery, business continuity and data backup and restore policies and procedures shall be 
in place and regularly tested to ensure ongoing availability of the service and associated data. 

  Mandatory Labelling 
Scheme; Malta’s 
National AI Certificate 

Assess whether the AI system encourages humans to develop attachment and empathy towards the 
system. AI systems can sometimes be deployed to shape and influence human behaviour through 
mechanisms that may be difficult to detect, since they may harness sub-conscious processes, 
including various forms of unfair manipulation, deception, herding and conditioning, all of which may 
threaten individual autonomy. The overall principle of user autonomy must be central to the system’s 
functionality. Key to this is the right not to be subject to a decision based solely on automated 
processing when this produces legal effects on users or similarly significantly affects them 

Human Rights 
Impact Assessment 

Swiss Digital Trust 
Label 

Conduct human rights impact assessment, identifying and documenting potential trade-offs between 
different principles and rights.  

A right to repair AI Trust Label 
  

This entails the disposal of obsolete IT hardware, used to run AI applications. In this context, a right 
to repair can improve the situation. 

Effect on the 
Environment 

This includes the extent to which AI systems have positive or negative effects on the environment 

Resource-saving 
Infrastructure 

Within the field of AI, this includes setting up resource-saving infrastructures for information 
technology, primarily through building power-efficient data centres as well as developing less power 
consuming machine learning models. So far, the more computational resources AI models have at 
their disposal and the more training data they process, the more powerful and accurate the systems 
are. Increase in computation, however, means an increase in energy consumption, which brings with 
it increased carbon footprints. In this field, certification processes are especially useful for end-users 
to evaluate the carbon footprint of a given AI application. An important criterion to arrive at 
environment-friendly AI applications is the transparency regarding power consumption and the 
provision of sustainability data in general. 

Environmentally 
friendly AI 

Malta’s National AI 
Certificate; EU 
Certificate for ‘Trusted 
AI Product’ 

Sustainable and environmentally friendly AI to ensure negative environmental impacts of AI 
development and use are minimised,  e.g. the amount of data used by the data centres 

  Certificate of Fairness 
for AI Systems; 
Mandatory Labelling 
Scheme; Malta’s 
National AI Certificate; 

This entails that the indirect negative social impacts of AI development and use are minimised. The 
AIA needs to highlight the impact on the workforce as well as society / community as a whole. 
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EU Certificate for 
‘Trusted AI Product’ 

  EU Certificate for 
‘Trusted AI Product’ 

This entails that the impact of the system should also be assessed from a societal perspective, taking 
into account its effect on institutions, democracy and society at large.  

  Certificate of Fairness 
for AI Systems 

This entails that the AIA needs to highlight the impact on the workforce as well as society / 
community as a whole. For example, it needs to demonstrate how the system augments human 
capabilities and how the algorithm does not become policy, thus removing human autonomy in wider 
decision making. 

  Mandatory Labelling 
Scheme; EU Certificate 
for ‘Trusted AI Product’ 

This entails that the use of AI systems should be given careful consideration particularly in situations 
relating to the democratic process, including not only political decision-making but also electoral 
contexts. 

-   This justifies the freedom of individuals to make autonomous decisions. Users should be able to 
make informed autonomous decisions regarding AI systems.  
Self-determination is a fundamental expression of freedom, and encompasses the notion of 
informational self-determination. The term “digital self- determination” can be used to express the 
idea of a human being a self-determined player in a data society. 

Bias (Bias and 
Fairness, Bias 
Detection, Bias 
Impacts, Bias 
Testing, Bias 
Training)  

EU certification for 
trusted AI products, 
RAII; AI Trust Label 

The bias dimension assesses whether the AI system was designed in a manner that promotes 
fairness and avoids bias. The degree to which the organization has put mitigation processes in place 
to combat unintended bias and similar issues and,  the organization and development team have 
engaged with bias and fairness issues, such as by conducting research, situating the system in its 
historical and cultural context, hiring team members with relevant expertise, and providing 
opportunities for workers displaced by the system, is considered. The assessment also reviews any 
bias training that the organization has provided to the AI system’s 

Diversity, non-
discrimination and 
fairness 
(Accessibility and 
universal design, 
Avoidance of unfair 
bias. Stakeholder 
Participation, 
Training Data) 

Malta’s National AI 
Certificate; Open 
Ethics Label  

This entails the extent to which AI system assesses and verifies the accommodation of a wide range 
of individual preferences and abilities 

Fair User 
Interaction (Fair 
use of AI-based 

Swiss Digital Trust 
Label 

This entails that the system shall provide a non-discriminating access to all its potential users to 
interact with the system 
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algorithms, Fair 
user interfaces, 
non-discriminating 
access) 

  Malta’s National AI 
Certificate 

Human agency Ensure appropriate level of human engagement with AI  

  EU Certification for 
trusted AI products; 
Malta’s National AI 
Certificate 

Human oversight helps ensuring that an AI system does not undermine human autonomy or causes 
other adverse effects. 

Harms to 
Individuals 

RAII The degree to which the AI system could harm its users 

Information Privacy AI Trust Label Informational privacy as data is being used for specific purposes, after explicit consent, and with a 
right to delete or rectify 

Privacy Standards AI Trust Label The extent to which privacy standards are integrated into data processing itself, meaning privacy by 
design 

Right to Privacy Mandatory Labelling 
Scheme 

The right to privacy is intended to preserve an individual’s freedom and the integrity of his or her 
personal identity. Potential threats to privacy include the wholesale collection and evaluation of data 
about even the most intimate of topics. 

Preserving the 
private sphere of 
life and public 
identity 

ECPAIS Preserving the private sphere of life and public identity of an entity (individual, group, community) to 
be free from unacceptable intrusion or invasion, and upholding the entity’s dignity. 

Access to data EU Certification for 
trusted AI products; 
Malta’s National AI 
Certificate 

In any given organisation that handles individuals’ data (whether someone is a user of the system or 
not), data protocols governing data access should be put in place. These protocols should outline 
who can access data and under which circumstances. Only duly qualified personnel with the 
competence and need to access individual’s data should be allowed to do so. 

Privacy and data 
protection 

Certification System for 
AI Applications, EU 
Certification for trusted 
AI products; Malta’s 
National AI Certificate 

Privacy and data protection Ensure protection of individuals’ privacy rights, including compliance with 
all relevant data processing laws 

Quality and data 
integrity 

EU Certification for 
trusted AI products; 

Quality and data integrity Ensure quality and integrity of data used in AI design, development and 
training 
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Malta’s National AI 
Certificate 

User consent Swiss Digital Trust 
Label 

This entails that users shall be informed about the purpose of the processing and the legal basis for 
processing of their personal data in clear and plain language. 

Secure 
communication, 
data transmission 
and storage 

Swiss Digital Trust 
Label 

This entails that the system shall apply best practice cryptography to data in transit and at rest, 
ensuring that the cryptography is reviewed and evaluated, delivers the required functions for all 
transmitted data/sensitive and applicable data at rest, and is appropriate to the properties of the 
technology, risk, and usage. All data in transit/rest over open communication lines such as the 
internet must be encrypted.  

Vulnerability-
breach monitoring-
reporting 

Swiss Digital Trust 
Label 

The service provider shall continually monitor, identify, and rectify security vulnerabilities and/or 
breaches, and shall provide a public point of contact as part of a vulnerability disclosure policy so that 
security researchers and others are able to report issues. Critical security vulnerabilities shall be 
communicated to relevant authorities within 72 hours if not corrected, and the impacted users shall 
be timely and adequately informed. Personal data breaches shall be communicated to relevant 
authorities and impacted data subjects within 72 hours. 

Accuracy Malta’s National AI 
Certificate 

Accuracy Ensure accuracy of AI system’s outputs 

Contingency 
Planning 

RAII The extent to which the organization is prepared for adversarial attacks, load inputs, and other edge 
cases and extreme scenarios. 

Cybersecurity AI Trust Label, 
Mandatory Labelling 
Scheme 

It is traditionally understood to include three aims concerning IT systems: confidentiality, integrity and 
availability (entails compliance with stringent requirements, e. g. in relation to human/machine 
interaction or system resilience to attacks and misuse). 

Data Drift RAII The organization’s processes and procedures for combatting the degradation of the AI system’s 
performance due to changing data and variable relationships. 

Fallback plan and 
general safety 

EU Certification for 
Trusted AI Products; 
Malta’s National AI 
Certificate 

AI systems should have safeguards that enable a fallback plan in case of problems. Fallback plan 
and general safety Ensure the AI system is developed and used safely. 

Reliability and 
Reproducibility 

Malta’s National AI 
Certificate 

Reliability and reproducibility Ensure reliability of the AI system 

Resilience to attack 
& security 

EU Certification for 
Trusted AI Products; 
Malta’s National AI 
Certificate 

Resilience to attack and security Mitigate the AI system’s vulnerabilities 
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Secure service set 
up, maintenance 
and update 

Swiss Digital Trust 
Label 

Guidance for secure installation, configuration, and updates shall be in place and updated for each 
release if necessary. Guidance shall be available in a manner that is easy to access and understand. 
Any major changes shall lead to a communication to the users in an easy-to-understand format.  
All software components shall be updatable in a secure manner, and verification of security updates 
shall be in place.  

Secure user 
authentication 

Swiss Digital Trust 
Label 

This entails that the system shall be subject to a state of art password policy for secure 
authentication 

System 
Acceptance Test is 
Performed 

RAII The extent to which the AI system has been exposed to and tested across several edge cases. 

Accessibility to 
transparent 
Information 

AI Trust Label; 
Certificate of Fairness 
for AI Systems 

This entails that the information listed above be easily accessible to any person subject to the 
algorithm. 
  

Information on 
usage of an AI 
application 

Certification System for 
AI Applications 

This includes understanding what purpose the application has, what it does, what the potential risks 
are (also in terms of other audit areas, for example, reliability, security, and fairness), and who the 
target group of the application is. 

Documentation to 
enable Traceability 

Certification System for 
AI Applications;  EU 
Certification for Trusted 
AI Products; 

  

This entails that the system information should be documented to the best possible standard to allow 
for traceability and an increase in transparency. This also applies to the decisions made by the AI 
system. This enables identification of the reasons why an AI-decision was erroneous which, in turn, 
could help prevent future mistakes. Traceability facilitates auditability as well as explainability. 

Human vs. System 
Interaction 
  

EU Certification for 
Trusted AI Products; 

AI systems should not represent themselves as humans to users; humans have the right to be 
informed that they are interacting with an AI system. This entails that AI systems must be identifiable 
as such. In addition, the option to decide against this interaction in favour of human interaction 
should be provided where needed to ensure compliance with fundamental rights.  

Disclosure of origin 
of datasets 
  

AI Trust Label The origin of the dataset or the data used to train the model should be disclosed 

Technical 
Explainability 
  

EU Certification for 
Trusted AI Products; 

Explainability concerns the ability to explain both the technical processes of an AI system and the 
related human decisions (e.g. application areas of a system). Technical explainability requires that 
the decisions made by an AI system can be understood and traced by human beings.  
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Transparency to 
the User and Data 
Subject 

RAII The degree to which AI system users are informed that AI is assisting with decisions 

 

B.3 Public facing trust labels 
Table 14 Public facing trust indicators - according to the trust initiatives 

Labels Indicators of trust Requirements Public facing Other users 

Ethics Label 
for AI 
Systems 
(VDE)  

Transparency;  
Accountability;  
Privacy;  
Justice;  
Environmental 
Sustainability 

Transparency as explainability and interpretability;  
Accountability refers to questions of assigning 
responsibility;  
Justice with aspects of algorithmic fairness and inclusion;  
Environmental Sustainability 
Privacy to safeguard an individual’s private sphere 

  
yes 

  
  
companies and 
government organisations 

Mandatory 
Labelling 
Scheme 

Human dignity;  
Self-determination;  
Privacy;  
Security;  
Democracy;  
Justice and Solidarity;  
Sustainability 

  Specific 
product only 
(Algorithmic 
systems of 
enhanced 
criticality) 

Specific product only 
(Algorithmic systems of 
enhanced criticality) 

z-inspection Socio-technical Socio-technical (AI domain and Usage, Frameworks/ 
regulations/ laws, Evidence-base) 

Yes Developers 

Open Ethics 
Label 

Training Data;  
Source code;  
Decision space 

Training Data (proprietary, limited access, open, rule-
based);  
Source code (proprietary source, open source);  
Decision space (restricted and unrestricted); 

No Developers and product 
owners of an AI system 

 Certification 
System for 
AI 
Applications  

Autonomy and control;  
Fairness;  
Transparency;  
Reliability;  
Security;  
Data protection  

Autonomy and control (Are autonomous, effective usage of 
the AI possible?);  
Fairness (Does the AI treat all persons concerned fairly?);  
Transparency (Are the AI functions and the decisions 
made by the AI comprehensible?);  
Reliability (Does the AI work reliably and is it robust?); 

yes   
Developers, providers 
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Security (Is the AI protected against attacks, accidents, 
and errors?);  
Data protection (Does the AI protect privacy and other 
sensitive information?) 

 Swiss 
Digital Trust 
Label  

Security;  
Data Protection;  
Reliability;  
Fair user interaction  

Security (Secure communication, data transmission and 
storage, Secure user authentication, Secure service set 
up, maintenance and update, Vulnerability/ breach 
monitoring/ reporting);  
Data Protection (User consent, Data retention and data 
processing);  
Reliability (Reliable service updates, Resilience to service 
outage, Functional reliability, Accountability);  
Fair user interaction (Non-discriminating access, Fair user 
interfaces, Fair use of AI-based algorithms) 

Yes  No 

Malta’s 
National AI 
Certification 
Framework  

Human agency;  
Privacy and data 
governance;  
Explainability and 
transparency;  
Well-being;  
Accountability;  
Fairness and unbiased;  
Performance and safety 

Human agency (fundamental rights, human agency, 
human oversight);  
Privacy and data governance (privacy and data protection, 
quality and data integrity, access to data);  
Explainability and transparency (traceability, Explainability, 
Communication);  
Well-being (Sustainability and environmentally friendly AI, 
Social impact, society and democracy);  
Accountability (Auditability, Redress, minimization and 
reporting of negative impacts); 
Fairness and unbiased (Avoidance of unfair bias, 
Accessibility and universal design, Stakeholder 
participation);  
Performance and safety (Accuracy, Reliability and 
responsibility, Resilience to attach and security, Fallback 
plan and general safety) 

No Practitioners and 
companies 

 EU 
Certification 
for ‘Trusted 
AI’ Products 

Human agency and 
oversight,  
Technical robustness and 
safety,  
Privacy and data 
governance,  

Human agency and oversight (fundamental rights, human 
agency and human oversight);  
Technical robustness and safety (resilience to attack and 
security, fall back plan and general safety, accuracy, 
reliability and reproducibility);  

Yes (only) no 
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Transparency,  
Diversity/non-
discrimination and 
fairness,  
Societal and 
environmental wellbeing, 
Accountability 

Privacy and data governance (respect for privacy, quality 
and integrity of data, and access to data);   
Transparency (traceability, explainability and 
communication);  
Diversity/non-discrimination and fairness (avoidance of 
unfair bias, accessibility and universal design, and 
stakeholder participation);  
Societal and environmental wellbeing (sustainability and 
environmental friendliness, social impact, society and 
democracy);  
Accountability (auditability, minimisation and reporting of 
negative impact, trade-offs and redress) 

Responsible 
Artificial 
Intelligence 
Institute 
Certification 
Beta (RAII)  
  

System Operations;  
Explainability and 
Interpretability; 
Accountability;  
Consumer Protection;  
Bias and Fairness;  
Robustness 

System Operations (System Scope and Function, Human-
in-the-Loop, Model is Fit for Purpose, Data Relevance and 
Representativeness, Data Quality); 
Explainability and Interpretability (Communication about 
the Outcome, Notification, Recourse, Understanding the AI 
System’s Decisions or Functions);  
Accountability (Organizational Governance, Team 
Governance); 
Consumer Protection (Transparency to the User and Data 
Subject, Harm to Individuals, Protections);  
Bias and Fairness (Bias Impacts, Bias Training, Bias 
Testing); 
Robustness (Data Drift, System Acceptance Test 
Performed, Contingency Planning) 

yes Organisations, Senior 
executives, compliance 
officers, procurement 
officers, regulators, 
investors, consumers, 
trusted integrators 

Ethics 
Certification 
Program for 
Autonomou
s and 
Intelligent 
Systems  
  

Transparency;  
Accountability;  
Privacy (TAP is used as 
the framework) 

System Operations (Confidence in the total ecosystem 
behavior, degree of autonomy, Accessible and fair control 
and feedback) 
System Design (Ethical architecture, design, development, 
and sunset; Clarity of CTA/CTT concepts of operations) 
Compliance/Legal (Suitable and sufficient CTA/CTT 
organizational governance and oversight, ethical integrity) 

No Cities, and public and 
private organisations in 
diverse sectors 
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Certificate of 
Fairness for 
AI Systems  
  

Privacy and Data 
Protection; Accountability;  
Responsibility and 
Fairness;  
Explainability;  
Transparency;  
Societal and 
Organisational Impact 

Privacy and Data Protection (appropriate and secure 
sourcing, handling and use of data on the correct legal 
basis): 
Accountability (Person responsible at every step of the 
process);  
Responsibility and Fairness (values embedded in the 
machine, depending on the degree of machine autonomy;  
Explainability (description and explanation of the key 
decision making processes);  
Transparency (Information easily accessible to any person 
subject to the algorithm ; Performance metrics and 
accountability must be prominent in any information 
provided to the individual data subject);  
Societal and Organisational Impact (impact on the 
workforce as well as society / community) 

Yes no 

 

 



 

 

 


