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Vision & Language & Action
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Think of a Random Task …



Think of a Random Task …
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We’re Going to Need a Lot of Demonstrations…
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Can Large Language Models Alone Solve Robotics Tasks?



“ Wipe the plate with 
the sponge ”

Kwon, Di Palo, and Johns, “Language Models as Zero-Shot Trajectory Generators”, RA-Letters 2024

Can Large Language Models Alone Solve Robotics Tasks?



“ Wipe the plate with 
the sponge ”

Single task-agnostic prompt

Can Large Language Models Alone Solve Robotics Tasks?

+
Object detection

(But no trajectory optimisers, 
demonstrations, or action primitives)

Kwon, Di Palo, and Johns, “Language Models as Zero-Shot Trajectory Generators”, RA-Letters 2024



Task-agnostic prompt:

Can Large Language Models Alone Solve Robotics Tasks?

Kwon, Di Palo, and Johns, “Language Models as Zero-Shot Trajectory Generators”, RA-Letters 2024



“ Wipe the plate with 
the sponge ”

“ Place the apple 
in the bowl ”

“ Draw a five-pointed star 

10cm wide on the table 

with a pen ”

“ Shake the 
mustard bottle ”

“ Open the bottle cap ” “ Move the lonely object 
to the others ”

Can Large Language Models Alone Solve Robotics Tasks?

Kwon, Di Palo, and Johns, “Language Models as Zero-Shot Trajectory Generators”, RA-Letters 2024
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Can Large Language Models Alone Solve Robotics Tasks?
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“An astronaut riding a horse
 in a photorealistic style”

“Teddy bears shopping for 
groceries in Ancient Egypt”

OpenAI’s DALL-E 2 Arrives



Generative AI as Imagination Engines

Kapelyukh, Vosylius, and Johns, “DALL-E-Bot: Introducing Web-Scale Diffusion Models to Robotics”, in RA-Letters 2023
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Generative AI as Imagination Engines



Kapelyukh, Vosylius, and Johns, “DALL-E-Bot: Introducing Web-Scale Diffusion Models to Robotics”, in RA-Letters 2023

Generative AI as Imagination Engines



DALL-E-Bot

Kapelyukh, Vosylius, and Johns, “DALL-E-Bot: Introducing Web-Scale Diffusion Models to Robotics”, in RA-Letters 2023



Initial 
observation

Kapelyukh, Vosylius, and Johns, “DALL-E-Bot: Introducing Web-Scale Diffusion Models to Robotics”, in RA-Letters 2023

DALL-E-Bot
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DALL-E-Bot
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DALL-E-Bot



DALL-E 
image

Dining 
scene

Office 
scene

Fruit 
scene

Final 
scene

DALL-E 
image

Final 
scene

DALL-E 
image

Final 
scene

DALL-E-Bot with 
autoregression

DALL-E-Bot 
without filtering DALL-E-BotRandom Geometric

Kapelyukh, Vosylius, and Johns, “DALL-E-Bot: Introducing Web-Scale Diffusion Models to Robotics”, in RA-Letters 2023

DALL-E-Bot
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In-Context Learning in LLMs

?
Complete the pattern:

(1, 1), (1, 2), (2, 2), (2, 1)
(1, 3), (1, 6), (4, 6), (4, 3)
(5, 1), (5, 3), (7, 3), (7, 1)
(6, 4), (6, 6), (8, 6),

ChatGPT



(8,4)

(8,4)

Complete the pattern:

(1, 1), (1, 2), (2, 2), (2, 1)
(1, 3), (1, 6), (4, 6), (4, 3)
(5, 1), (5, 3), (7, 3), (7, 1)
(6, 4), (6, 6), (8, 6),

ChatGPT

In-Context Learning in LLMs



at

Complete the pattern:

Demonstration 1:
(o1,a1), (o2,a2), (o3,a3), …

Demonstration 2:
(o1,a1), (o2,a2), (o3,a3), …

…
+

Test:
(ot, ... )

ChatGPT

In-Context Learning in Robotics?



Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens
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Keypoint Action Tokens



Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens



Providing Demonstrations

Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens



Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens

Deployment



10x

Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens
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Diffusion Policy
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Di Palo and Johns, “Keypoint Action Tokens Enable In-Context Imitation Learning in Robotics”, RSS 2024

Keypoint Action Tokens
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In-Context Learning in Robotics

Diffusion

1. What are the optimal inductive biases?

2. How can we generate the training data?



Instant Policy

Vosylius and Johns, “Instant Policy: In-Context Imitation Learning via Graph Diffusion”, 2024



Instant Policy

Vosylius and Johns, “Instant Policy: In-Context Imitation Learning via Graph Diffusion”, 2024

Diffusion



Instant Policy

Vosylius and Johns, “Instant Policy: In-Context Imitation Learning via Graph Diffusion”, 2024

pseudo-task 1

The only training data we need: random, simulated “pseudo-demonstrations”

.

.

.

pseudo-task 2

pseudo-task 3



Instant Policy

Vosylius and Johns, “Instant Policy: In-Context Imitation Learning via Graph Diffusion”, 2024
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Instant Policy

Vosylius and Johns, “Instant Policy: In-Context Imitation Learning via Graph Diffusion”, 2024



Physical Intelligence, 2024

Fine-Tuning vs In-Context Learning



Physical Intelligence, 2024

Fine-Tuning vs In-Context Learning

Vitalis and Johns, 2024
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